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Presentation Abstract

Reducing Redundant Search in Parallel Graph Mining
Using Task Abortion in Distributed Memory Environments

SaiNGo OkUuNOLT! Tasuku HIRAISHIZ® HIROSHI NAKASHIMAZ MASAHIRO YASUGI® JUN SEsE?

Presented: July 28, 2017

This presentation proposes an improvement of an existing parallel implementation of the graph mining
algorithm called COPINE using the Tascell task parallel language. COPINE extracts all connected sub-
graphs with common itemsets, of which the size is not less than a given threshold, from a graph and itemsets
associated with vertices of the graph. This algorithm avoids unnecessary searches using a pruning mechanism
that depends on the knowledge acquired during the left- and depth-first traversal of its search tree. In the
parallel search, a problem arises that a worker may prune the subtree after another worker has started to
traverse it, resulting in a large number of redundant searches. Such redundancy can be significantly reduced
by letting a worker abort such redundant traversals as soon as possible. This abortion can be implemented
efficiently using exception handling whereby all parallel tasks running in a try block with an exception are
automatically aborted. We have already proposed this mechanism and realized performance improvements
in shared memory environments. In this research, we applied it to distributed memory environments. As a
result, we successfully reduced search space in performance evaluations using 16 nodes x 16 workers.

This is the abstract of an unrefereed presentation, and it
should not preclude subsequent publication.
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