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Abstract: A large amount of data needs to be transferred from one site to another as fast as possible in the computational science fields. To achieve high-speed data transfer, many applications utilize multiple TCP streams. However, since multiple TCP streams of applications are usually routed according to the default IP routing protocol, only a single shortest path among the multiple paths can be utilized for the data transfer. This research proposes a multipath controller that increases the performance of data transfer by leveraging multiple paths simultaneously for parallel TCP streams. For this purpose, we utilize the Software-Defined Networking (SDN) technology and its implementation, OpenFlow. Furthermore, we proposed a method to determine optimal numbers of parallel TCP streams to be assigned for each path according to its own network condition. This paper presents the design and implementation of the proposed system. As a case study, we applied our proposed system on GridFTP and evaluated the performance improvement. The results demonstrate that our proposed system accelerates the data transfer of GridFTP in both a virtual and a real global-scale environment.
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1. Introduction

High-speed data transfer from one site to another is a necessary platform service for future Big Data and data-intensive science [5]. With the rapid development of computer technology, the amounts of data have been increased up to the petabyte and even exabyte scale in the computational science research fields. In addition, in international environments for collaborative research today, large-scale data is not stored only on one site; therefore, high-speed data transfer between sites is very important.

To achieve high-speed data transfer in widely-distributed environments, many applications utilize multiple TCP streams simultaneously to transfer data. Using multiple TCP streams in parallel can improve aggregate bandwidth over using a single TCP stream by mitigating the negative effects of packet loss and ‘slow start’ mechanism of TCP. There have been a number of proposed schemes designed for applications to use multiple TCP streams such as XFTP [3], GridFTP [2], MultiTCP [24], PATTHEL [4], Multipath TCP (MPTCP) [6], to increase the performance of data transfer.

On the other hand, there are usually multiple network paths (multipath) available between widely-distributed sites, however, these multiple paths are not efficiently utilized by applications.

Because even if the applications use multiple TCP streams in parallel, those multiple TCP streams are basically routed according to the default IP routing protocol, and only a single shortest path among the multiple paths is used for the data transfer. The primary reason for this problem is that there is a gap between application demands and the network architecture, and the applications are unaware of the information on the network layer. Thus, there is still much room for improvement in data transfer by applying some traffic engineering technologies using different multiple paths simultaneously.

In this study, we propose a multipath controller that distributes the parallel TCP streams of applications into multiple network paths by utilizing Software-Defined Networking (SDN)-based traffic engineering techniques. SDN is a newly emerged concept that brings software programmability to networks and allows us to control routing assignment of the entire networks from the viewpoint of applications. Furthermore, to optimize the data transfer performance, we developed a prediction model to determine optimal numbers of parallel TCP streams to be assigned for each path according to its own network condition.

We have developed our system based on OpenFlow [18], which is standardized by the Open Networking Foundation (ONF) [20] and one of the most used standard protocols for SDN. We applied our proposed multipath controller to GridFTP as an actual case study to demonstrate the effectiveness and practicality of our proposed system, because GridFTP is one of the most common data transfer services using multiple TCP streams and it is used widely in the computational science research fields.

The rest of this paper is organized as follows. Section 2
describes related existing researches on high-speed data transfer using multipath. Section 3 explains our approach leveraging different multiple paths using the SDN technology and how we optimize the assignment of TCP streams in multipath routing. Section 4 describes the implementation of our system. Section 5 shows evaluation results of the proposed system. Section 6 presents the conclusion of this paper and future works.

2. Related Work

There have been a number of proposed schemes for providing multipath to applications [26], [27], [28]. Some of them have similar approach with our study. We describe several examples as follows.

Kissel et al. developed a new session layer protocol, called Phoebus, and made it available from the technologies by taking advantage of the Dynamic Circuit Network (DCN), which was deployed on national academic research networks such as Internet2 [16]. Phoebus provides Phoebus Gateways (PGs), which hide different transport layer protocols such as UDP [8] and TCP behind the session layer, and offer an easy method to improve the throughput for general applications.

In addition, Dan et al. extended the research idea of Kissel et al. and proposed a system that improves the network throughput by assigning multiple TCP streams to different multiple paths brought on the conventional IP-based routing, the DCN provided by Phoebus and the OS3E of Network Development and Deployment Initiative (NDDI) [9]. NDDI/OS3E is a service that builds Layer 2 networks dynamically on their OpenFlow network infrastructure.

The research of Kissel et al. leveraged high-speed circuits brought by the DCN of Internet2 and made the multiple transport protocols available on the DCN. However, their method does not provide an interface for the users to control routing paths inside the Internet2. Once, a path is provided through the DCN, the provided path is just statically used for the multiple TCP streams of application. Dan et al. use a Layer 2 network dynamically built upon their OpenFlow network provided by NDDI/OS3E. However, the users cannot control individual routing inside the NDDI/OS3E. The routes for the Layer 2 network is determined at the time it is created on the OpenFlow network. Therefore, Dan et al.’s system also just assigns the multiple routes provided by NDDI/OS3E to the multiple TCP streams of application. Therefore, those two approaches are not flexible enough to optimize multiple paths between widely distributed sites.

However, recently, the optimization of the network layer based on the requests from the application layer has been gathering much attention with the development of the OpenFlow network. The Research Infrastructure for large-Scale network Experiments (RISE) service provided by Japan Gigabit Network eXtreme (JGN-X) is one of the services that allow users to control individual OpenFlow switches of the service [13], [15]. Considering the recent trend of the research, it is necessary to optimize multipath assignment by controlling the individual switches under an environment where OpenFlow switches are available for end-to-end communication.

Although the above existing researches tried to generate multiple TCP streams at the application level, a method generating multiple TCP streams at the system level, Multipath TCP (MPTCP), has also been proposed recently. There is also a research [25] that combines MPTCP and OpenFlow to achieve high-speed data transfer. However, the research also did not consider an environment where OpenFlow switches are available for end-to-end communication. In terms of routing multiple TCP streams, the difference between multiple streams of application level and multiple streams of MPTCP does not matter essentially. In this study, we evaluate our proposed method with application level multiple streams using GridFTP, because GridFTP has already been widely used for multiple TCP streams while MPTCP is not available widely.

3. Approach and Design

In this study, we proposed a multipath controller that improves the data transfer performance by assigning parallel TCP streams of an application to a number of different paths in the environment where OpenFlow switches are available for end-to-end communication. By aggregating the available bandwidth from multiple different paths, the performance of data transfer would be improved drastically.

However, to achieve the best performance using multiple paths, the strategy of how many TCP streams should be assigned for each path is also an important factor. The simplest method is to create many enough TCP streams and distribute these TCP streams equally over the multiple paths. However, this is obviously inefficient in terms of resource usage. Therefore, it is necessary to figure out the optimal combination of multipath and the number of parallel TCP streams.

We therefore tried to develop a method to determine optimal numbers of parallel TCP streams to be assigned for each path according to its own network condition. There are many factors affecting the transfer speed in a network connection; the two major factors are the bandwidth and the latency. Since each network path has different bandwidth and latency, the optimal number of parallel TCP streams to get the best performance may be different for each path. In order to develop a prediction model to determine optimal numbers of TCP streams, we figured out the relationship between the optimal number of TCP streams and network conditions.

3.1 Multipath Controller

Figure 1 shows our proposed parallel transfer of applications in an OpenFlow network. We aggregate multiple routes to increase the available bandwidth by assigning each of multiple TCP streams to different routes. In this study, we construct an OpenFlow controller that dynamically calculates available paths using breadth-first search between sites and allocates the calculated routes for applications.

We have designed general interfaces to request multiple routes so that any applications can request multiple routes for their data transfer. The following two functionalities are designed for the purpose: 1) Searching the specified number of paths between sites and setting aside the found paths for later use, 2) Installing appropriate flow entries into OpenFlow switches in response to
the request of TCP connection from applications. The reason why we have two separated functions is that the TCP port numbers used for a communication are not determined until just before the TCP connection is opened. To install a flow entry into an OpenFlow switch, we need information on a set of source and destination addresses and TCP port numbers. Therefore, we search multiple available paths between sites first when the source and the destination addresses are provided. And then, we create actual flow entries when TCP port numbers are determined. Thus, we designed two separated functions to find multiple available routes and assign the routes for each actual TCP connection.

3.2 Prediction Model to Optimize TCP Stream Assignment in Multipath Routing

There are several existing researches to predict the maximum network throughput with multiple TCP streams, however, few researches have been conducted to find the optimal number of TCP streams that can achieve the maximum throughput. We therefore derived the prediction model for an optimal number of TCP streams based on some existing models for the maximum throughput.

According to Hacker et al Model[10], when an application opens a single stream, the maximum network throughput can be represented as:

$$Th = \frac{MSS \times c_0}{R} \cdot \sqrt{p}$$  \hspace{1cm} (1)

$Th$ represents the maximum throughput, $MSS$ is the maximum segment size of TCP, $R$ is the round trip time, $p$ is the packet loss rate and $c_0$ is a constant.

Hacker et al. [10] also claim that the aggregated throughput of parallel streams can be calculated with the throughput of a single stream multiplied by the number of streams. In addition, Dinda et al. [17] show $p$ would increase as the number of parallel streams increases and the network gets congested. Therefore, Eq. (1) can be rearranged for $n$ streams as:

$$Th_n = \frac{MSS \times c_0}{R} \left( \frac{n}{\sqrt{n}} \right)$$  \hspace{1cm} (2)

$n$ represents the number of parallel streams, $p_n$ is the packet loss rate when $n$ streams are used on the network. If we use too many streams, $p_n$ increases dramatically and $Th_n$ decreases.

According to Ref. [14], the packet loss rate in a network, $p_n$, is determined only by the available bandwidth ($B$)-latency ($R$) product per TCP connection (i.e., $BR/n$) and can be represented as:

$$p_n = \left( c_1 \left( \frac{BR}{n} \right)^2 + c_2 \frac{BR}{n} - c_3 \right)^{-1}.$$  \hspace{1cm} (3)

c_1, c_2 and $c_3$ are constant and positive numbers.

After placing $p_n$ in Eq. (2), the total achievable throughput $Th_n$ is calculated as follow:

$$Th_n = \frac{MSS \times c_0}{R} \left( \frac{n}{\sqrt{n}} \right)$$  \hspace{1cm} (4)

Since Eq. (4) is a convex upward function, we can get an optimal $n$ that maximizes the $Th_n$ by solving the following partial differential equation for $n$:

$$\frac{\partial Th_n}{\partial n} = 0.$$  \hspace{1cm} (5)

If we assume MSS is a relatively static value, the solution of Eq. (5) is given by the following equation:

$$n = \frac{c_1}{2c_3} BR.$$

(6)

Since $c_1$ and $c_3$ are constants, Eq. (6) can be simplified as follows with a single constant value, $a$:

$$n = aBR.$$  \hspace{1cm} (7)

Since $n$ is actually the number of TCP streams, it should be equal to or greater than $1$. The equation can be therefore written as:

$$n = max(1, aBR).$$  \hspace{1cm} (8)

This result seems to be too simplified. However, we got this result by just combining the existing known models for the maximum aggregated bandwidth and the packet loss rate, as calculated in the above. Also, this result matches intuitive expectations. If we have a larger bandwidth-delay product, the number of optimal parallel TCP streams will increase accordingly.

The constant values, from $c_1$ to $c_5$, which define the packet loss rate, are determined by the characteristics of the network we use. Therefore, the constant value, $a$, in Eq. (8) will be also determined by the characteristics of the network. To determine the value, $a$, we need to measure several combinations of $n$, $B$ and $R$. We will calculate the actual value of $a$ later in the evaluation section.

4. Implementation

We developed our multipath controller using Trema [22], a framework for developing OpenFlow controllers in Ruby and C. We developed our controller based on the routing_switch controller [19] included in Trema Apps [23]. Trema Apps is a sample application set for Trema. Routing_switch controller is a simple OpenFlow controller that calculates the shortest-hop path between hosts using Dijkstra’s algorithm and installs flow entries into the OpenFlow switches for the path. Our controller utilizes this default shortest-hop routing for the normal communications...
that do not request multipath routing.

We have implemented the two functionalities mentioned in the previous section, 1) Searching the specified number of paths between sites, and 2) Installing flow entries into OpenFlow switches, as XML-RPC interfaces on our OpenFlow controller. By implementing the functions as generic XML-RPC interfaces, any application can access our proposed controller. In our implementation, we named these two interfaces as AssignMultipath and MakePath respectively.

In order to adapt GridFTP to our proposed system, we implemented the required functionality to support our proposed system as one of the Globus XIO communication drivers [1] that GridFTP uses as a communication library. Globus XIO is a plug-in framework of I/O libraries that is implemented in the Globus Toolkit [7]. Globus XIO allows applications to support various protocols and file formats by implementing plug-ins for each different communication method and file and storage access. In this study, we created a new communication driver based on a standard XIO TCP driver which is one of the built-in default drivers in Globus XIO. Our communication driver establishes TCP connections in collaboration with our multipath controller, so that each TCP connection can take different paths.

To use our proposed controller, users need to go through the following two-step process. The first step is acquiring available multiple paths using AssignMultipath; the second step is deployment of actual flow entries using MakePath. Since the first step for acquiring multiple paths is a preprocess step before actual communication starts, we created a lightweight client program called assign_mpath just for calling the AssignMultipath interface. Also, we implemented an XIO driver to access the MakePath interface for the second step, and implemented the XIO driver to be called from GridFTP. The actual execution procedure of program is as follows:

```bash
$ ./assign_mpath <controller_address>
<port> <src_ip> <src_mac> <dst_ip> <path_num>

> MPATH_ASSIGNMENT_ID=<id> globus-url-copy -p <path_num> test.data gsiftp://Host $B$/test.data
```

assign_mpath program requires the IP address of the OpenFlow controller (controller_address), the port number of the controller (port), the source IP address (src_ip), the source MAC address (src_mac), the destination IP address (dst_ip) and the number of paths needed to be assigned (path_num). assign_mpath outputs the number of assigned paths and an assignment ID. This assignment ID is a unique ID identifying the assigned paths and will be used later for calling the MakePath interface. globus-url-copy is a GridFTP client provided by the Globus Toolkit. In order to give the assignment ID to our developed XIO driver, we use an environment variable, MPATH_ASSIGNMENT_ID. globus-url-copy is therefore launched with the variable, MPATH_ASSIGNMENT_ID.

4.1 How the System Works

Figure 2 illustrates the proposed system. The proposed system performs the following steps:

- First, in (1), a user launches the assign_mpath program. It accesses the AssignMultipath interface implemented on our OpenFlow controller, and requests available paths from Host A to Host B.
- Next, in (2), the AssignMultipath calculates the available paths with the breadth-first search algorithm from Host A to Host B based on the topology of the OpenFlow network. The AssignMultipath secures the specified number of available paths and returns the number of paths with an assignment ID to the user. The assignment ID will be used to refer to the assigned paths for later use.
- Then, the user starts the GridFTP client with the assignment ID obtained in the previous step.
- In (3), our implemented XIO driver loads the assignment ID. Then, the XIO driver accesses the MakePath interface on the OpenFlow controller and requests to create an individual path each time the GridFTP client opens a TCP stream via the XIO driver.
- In (4), the MakePath finds the set of paths assigned by the AssignMultipath using the assignment ID and acquires a path from the path set, and then installs flow entries into the OpenFlow switches for the requested TCP stream. The MakePath creates flow entries using the source and destination IP addresses and the source TCP port number as match conditions, and installs the flow entries to each OpenFlow switch for the path.
- Finally, the requested TCP stream starts the communication according to the assigned route. Steps (3) and (4) are applied repeatedly for the subsequent TCP streams.

5. Evaluation

To verify the effectiveness of the proposed system, we performed evaluations comparing the performance of the GridFTP with/without our proposed method. For retrieving the best possible performance, we conducted the evaluations on a virtual environment first. We then also performed some evaluations on a real global-scale environment to evaluate the practicality of our
5.1 Experiments Using a Virtual Environment

In our virtual environment, we conducted our experiments over a simple topology to confirm if our proposed system can achieve the expected results. Furthermore, we designed another more realistic topology, which has some overlapped links among different paths, to verify the effectiveness of our system.

5.1.1 Experimental Environment

Our experimental virtual environment is constructed on six virtual machines deployed on each of six physical VMware ESX machines equipped with two Intel Xeon E5649 processors and 48 GB memory. We assigned two virtual cores and 2 GB memory for each virtual machine, and setup CentOS 6.5 on each of them. These virtual machines share a single 1 Gbps network switch physically, and the actual available bandwidth is about 941 Mbps measured by iperf between two hosts. In this study, in order to see the effect using multipath, we have limited each link performance up to 100 Mbps, so as not to exceed the physical performance limitation.

We installed the GridFTP on two machines: Host A and Host B, and used these two machines as a client and a server respectively. In this experiment, due to the lack of hardware OpenFlow switch resources, we prepared multiple OpenFlow switches by installing a software-based implementation of OpenFlow switch, Open vSwitch [21]. We deployed several Open vSwitches between Host A and B, and constructed an OpenFlow network which has multiple paths between Host A and B.

In addition, to make the communication of GridFTP pass through the OpenFlow network, we also installed Open vSwitch on Host A and B. The Open vSwitches on Host A, Host B and other Open vSwitches are connected by GRE links, which is an IP-based point-to-point tunneling protocol. By changing the combination of the GRE links, we can easily construct various topologies for the experiments and configure each path with different bandwidth and latency.

In this virtual environment, we conducted the experiments on two network topologies, topology A and B. Topology A (Fig. 3) is a simple topology which has four independent paths, and the bandwidth and latency of each path are configured to 100 Mbps and 0 ms respectively. Topology B (Fig. 4) assumes a more realistic situation. It has some overlapped links and the bandwidth and latency are configured as shown in Fig. 4. In the figures, SW1 to SW6 denote Open vSwitches.

5.1.2 Determine the Parameter of Prediction Model

In order to determine the constant value, \( a \), of Eq. (8) in our virtual environment, we have measured the optimal number of TCP streams with various network conditions changing the available bandwidth and latency. We utilized two virtual machines connected with a single 1 Gbps network switch. Traffic control tool (tc) of Linux [11] was used to configure the available bandwidth and latency between the two virtual machines. We have measured the time needed to transfer a file of 2 GB from one host to another host under different conditions where the available bandwidth is limited to 50 Mbps or 100 Mbps with changing the added latency from 0 to 140 ms.

Figure 5 shows the part of the observed data in the case where the available bandwidth is limited to 50 Mbps. We have repeated this measurement 12 times for each case. The data presented in Fig. 5 reflects the average of 10 trials excluding the highest and lowest ones. In the Figure, the best results for each different latency are highlighted with red. For example, we can see that using 4 TCP streams achieved the best performance where the latency is configured to 60 ms.

Using the measurement results, we can calculate the constant value, \( a \), from the result of the average value calculated with the measurement results. We determined that \( a \) is about 0.001495 in our virtual environment.

Figure 6 plots the measured optimal numbers of TCP streams and the predicted lines based on our proposed model. We can see that the measured values are very close to our prediction results. Therefore, by using Eq. (8), we can calculate the optimal number of TCP streams if the available bandwidth and latency are given.

5.1.3 Results of Experiments

In the experiments, the data transfer time was measured. In our proposed system, it is necessary to run the assign_mpath command in advance to find the routes. But, we did not measure the time taken for assign_mpath, since these experimental topologies are very small and the required time for executing assign_mpath is very short. We leave such evaluation on the scalability of as-
sign_mpath with larger and more complex topologies as a future issue.

In addition, we measured the used bandwidth by periodically monitoring packet counters on the OpenFlow switches. Each packet counter on OpenFlow switches records the number of transferred packets and transferred bytes for a flow-basis. Thus, this information is useful to measure the bandwidth of each TCP stream of the GridFTP separately. We measured the counter in the Open vSwitch on Host B, which is the destination of the data transfer.

In topology A, we conducted the experiment by transferring a file of 1 Gbyte. In this topology, there are four available paths, 1) SW1-SW2-SW6, 2) SW1-SW3-SW6, 3) SW1-SW4-SW6 and 4) SW1-SW5-SW6. In this paper, SW1-SW2-SW6 represents a path which walks through switches SW1, SW2, SW6 in this order. The optimal number of TCP streams is calculated as 1 for each path in this topology, because the added latency for each path is configured to 0 ms.

Table 1 shows the experimental results of topology A. The result shows that our proposed multipath system successfully distributes four multiple TCP streams of GridFTP into each different path and improved data transfer speed, while the conventional single path method just uses a single path for all four TCP streams. In the case using four parallel TCP streams, the proposed system achieved around four times better performance compared to the conventional single path method. Figure 7 shows the used bandwidth summarized as stacked area graphs which are calculated from the average transferred bytes per second. We can see that the performance of each TCP stream is also very stable.

In topology B, we compared the proposed optimal assignment and a simple round robin assignment by transferring a file of 10 Gbyte to evaluate the efficiency of the proposed optimal assignment method. There are three available paths, 1) SW1-SW2-SW3-SW6, 2) SW1-SW2-SW4-SW6 and 3) SW1-SW5-SW6 in the topology. With the proposed optimal assignment, the assignment of TCP streams for each path are decided based on the calculated optimal number of TCP streams of each path. On the other hand, with the simple round robin assignment, the assignment of TCP streams for each path are equally distributed. In the optimal assignment method, the optimal assignment of TCP streams is calculated as that 2 streams for each first and second path and 18 streams for the third path. Therefore, using 22 TCP streams in total is the optimal number of streams in this case.

To compare the performance between our optimal method and the simple round robin method, we actually measured the transfer time with increasing the number of TCP streams from 3 to 39 by 3. Since the optimal assignment of streams is 2, 2 and 18 streams for each of three paths, we assigned the TCP streams to the three paths with a ratio of 1:1:9 in the proposed method. On the other hand, we assigned the TCP streams in a round robin manner for the simple round robin method. We repeated the same experiment 10 times and calculated the average for the results.

Figure 8 shows the average data transfer speed of the optimal assignment and the round robin assignment in topology B. The result shows that the performance of the optimal assignment method is converged to the peak performance more quickly. Also, the peak of the performance is located in the position where the number of TCP streams is around the predicted optimal number, 22. The results demonstrated the effectiveness of our proposed system with the proposed optimal TCP stream assignment.

5.2 Experiments using a Real Global-scale Environment

To evaluate the practicality of our method, we have also con-
5.2.1 Experimental Environment
For the evaluation, we used the resources provided by PRAGMA Experimental Network Testbed (PRAGMA-ENT) [12]. PRAGMA-ENT provides a large scale OpenFlow network composed of computing resources and international academic networks. The part of resources is also connected through GRE over the public Internet as alternative paths. We used a part of the resources provided by PRAGMA-ENT.

Figure 9 shows the overview of the experimental environment. We installed GridFTP on a virtual machine as a client, and deployed an Open vSwitch and two hardware OpenFlow Switches (Pica8 P-3290 and NEC PF5220) at Nara Institute of Science and Technology, Japan (NAIST). Also, we installed GridFTP on a virtual machine as a server, and deployed an Open vSwitch and a hardware OpenFlow Switch (Pica8 P-3290) at the University of Florida, USA (UF).

There are three sites between NAIST and UF: 1) National Institute of Information and Communications Technology, Japan (NICT) that deployed three hardware OpenFlow Switches (NEC PF5240): one is in Osaka Data Center, one is in Tokyo Data Center and another one is in Los Angeles Data Center, 2) Osaka University, Japan (OU) that deployed an Open vSwitch, 3) University of California, San Diego, USA (UCSD) that deployed two hardware OpenFlow Switches (Pica8 P-3290) and an Open vSwitch.

The experimental environment uses different international and academic networks and GRE: 1) The GRE connection between NAIST and UCSD is established over the TransPAC3 network; 2) The GRE connections between OU and NAIST, OU and UCSD are established over Science Information NETwork, Japan (SINET5); 3) NAIST, Osaka, Tokyo and Los Angeles Data Center of NICT are connected with RISE service over JGN-X; 4) The links between UF and Los Angeles, UCSD and Los Angeles, UCSD and UF are connected via Internet2 and California Research and Education Network (CalREN). All experiments on the global environments are conducted during weekends to reduce the impact from the background traffic, because there is usually a larger traffic during working days and a smaller traffic during weekends on these national research and education networks.

5.2.2 Determine the Parameter of Prediction Model
In order to determine the value, $a$, of Eq. (8) in our global-scale environment, we have also measured the available bandwidth and latency on several paths and figured out the optimal number of TCP streams for those paths. Figure 9 shows four shorter paths (path1 to 4) that our system found. Since longer paths than these four paths have too many overlapped links with the other paths and are not useful to evaluate, we use the four paths illustrated in Fig. 9.

Table 2 indicates the measurement results of the four paths. As the fourth path has a bigger standard deviation and the performance is not stable on the path, we use the other three paths to calculate the value, $a$. From the measurement results, we have determined the value, $a$ as about 0.000065 in our international environment. Table 2 also shows the predicted optimal number of TCP streams. We can see that the numbers are slightly different from the observed optimal numbers, but still similar.

5.2.3 Results of Experiments
In the experiments, we compared our proposed system with two other methods, 1) the single path assignment method which is a conventional routing method just using a single path for multiple TCP streams, 2) the round robin assignment method which uses available multiple paths in a round robin manner. Our method uses available multiple paths based on the rate from the predicted optimal number of TCP streams for each path. For the evaluation, we transferred a file of 6 GB from NAIST to UF, and measured the transfer time and also measured the used bandwidth during the transfer. The measurement method is the same as the method used in our virtual environment experiments.

Since the used four paths have shared links each other, the
Table 3  Optimal assignment in the global-scale experimental environment.

<table>
<thead>
<tr>
<th>Path number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency (ms)</td>
<td>191</td>
<td>183</td>
<td>211</td>
<td>191</td>
</tr>
<tr>
<td>Expected available bandwidth (Mbps)</td>
<td>660</td>
<td>200</td>
<td>740</td>
<td>170</td>
</tr>
<tr>
<td>Optimal number of streams</td>
<td>8</td>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 10  Comparison of the average data transfer speed between the single path assignment, the round robin assignment and the optimal assignment.

available bandwidth would be reduced when these four paths are used simultaneously. We measured a standalone performance of each link and expected the available bandwidth of each path as shown in Table 3. Based on the expected bandwidth, we have calculated the optimal number of TCP streams for each path as 8, 2, 10 and 2 respectively. Therefore, we assigned TCP streams to the four paths with a ratio of 4:1:5:1 in our optimal assignment method.

Figure 10 shows the average speed of the data transfer while increasing the number of parallel TCP streams. From the results, in the case of using 4, 8 and 12 parallel TCP streams, the average speeds of the single path assignment method are better than the optimal assignment and the round robin assignment method. This is because our proposed system used path1, 2, 3 and 4 simultaneously, and only a few TCP streams were assigned for each path in the case of using smaller streams. Therefore, those TCP streams could not overcome the performance degradation of TCP’s slow start mechanism. On the other hand, in the case of using the single path assignment method, all streams were assigned to the shortest path, path1, and achieved better performance than our method. However, when we used more than 16 streams, the optimal assignment and the round robin assignment method achieved better performance than the single path assignment. Especially, the maximum performance of our optimal assignment method reaches approximately 30% better than the round robin assignment method and approximately 60% better than the single path assignment method.

Figure 11 shows the used bandwidth for the round robin assignment method with 24 parallel TCP streams. The performance of path2 and 3 is worse than that of the other paths. But, the overall performance of the aggregated bandwidth is larger than the round robin assignment method. The results show that the traffic is stable and the bandwidth keeps at around 960 Mbps. In this experiment, our virtual machine host was equipped only with a 1 Gbps NIC. So, this result indicates that our proposed method achieved the performance that is close to the physical limitation of the hardware.

Fig. 11  Used bandwidth for the round robin assignment method in case of using 24 parallel TCP streams (6 parallel TCP streams are assigned for each path).

Fig. 12  Used bandwidth for the optimal assignment method in case of using 22 parallel TCP streams (TCP streams are assigned for each path with a ratio of 4:1:5:1 in order).

6. Conclusion

In this paper, we proposed a multipath controller providing multiple paths to the multiple TCP streams applications by using SDN technology based on OpenFlow. We also proposed a prediction model for optimal assignment of TCP streams. To demonstrate the effectiveness of our proposed controller, we adapted GridFTP into our proposed system as a case study and performed experiments using a virtual environment and a real global-scale environment. Experimental results showed that the proposed system improves the bandwidth usage and shortens the time of the GridFTP transfer.

For the future works, there are still some issues needing to be
addressed. First, in our current OpenFlow controller, to simplify the design, we used a common parameter $a$ of prediction model for all paths. Actually, for each network path, the performance could be improved by adjusting the parameter $a$ according to network path conditions. Therefore, we plan to adapt the parameter adjustment function to improve the OpenFlow controller and conduct further experiments. Second, we just used simple topologies for the evaluations. To evaluate the practicality and performance of our OpenFlow controller, we need to test the controller with larger and more realistic networks. Benchmarking with simulated environments would be also considered. Third, we have not taken into account the use of multiple users. Currently, our system only focuses on optimizing the data transfer performance between two endpoints. We may need to optimize the TCP streams assignment in terms of the fairness among multiple users of the network.
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