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1. Introduction

Many times in the past, a certain year has been designated “the
first year” of something or other, and 2016 has been called the
first year of virtual reality (VR). The latest excitement in the VR
field comes from market growth centered around low priced head
mounted displays (HMDs) such as Oculus Rift [1], HTC Vive [2],
PlayStation VR [3] and GearVR [4], which enable users to enjoy
high reality contents. Recent years have also seen the develop-
ment of theme parks that provide visitors with VR experiences.
Today, not only games with HMDs but also VR technology as a
whole are gaining increasing attention.

Virtual reality (VR) generally refers to computer technologies
that can generate perceptual feelings as well as actual feelings
from virtually created cyberspace, i.e., space that does not phys-
ically exist. It is also considered as a tool for the three C’s (cre-
ation, control, and communication) and the three E’s (elucidation,
education, and entertainment) often cited in relation to human ac-
tivities [5], so it covers a wide area of applications. It can be con-
sidered that one of the most important “final destinations” of VR
is to provide multi-purpose communication tools [6], [7]. Tech-
nical development of the latest communication systems is obvi-
ously one of the VR research activities for providing users with a
higher sense of realism.

Providing a communication tool, a way of enabling users re-
mote from each other to communicate by transmitting audio and
visual data via network systems, is the most fundamental role
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in telecommunication service. There are mainly three functional
levels, 1) sensing environment data and capturing them as au-
dio and visual signals at the origin point, 2) transmitting them
to target locations, and 3) reproducing them so that they can be
recognized. In the past most conventional telecommunication ser-
vices have clearly been putting the highest priority on providing
accurate information, i.e., reproducing and expressing words cor-
rectly. Today, high resolution cameras or displays such as 4K/8K
for video and multi-channel for audio are being used to provide
greater accuracy in telecommunication systems.

Recent explosive progress in network transmission capacity
and computer performances is bringing more potential for real-
istic telecommunication services. This progress has led to de-
vices that create a high sense of unity between users by provid-
ing multi-sensory information that includes things such as tac-
tile feelings and even smells. Moreover, along with these tech-
nology developments toward accurate information transmission
in telecommunication service, new research work involving con-
verse approaches have been recently started. With these ap-
proaches, captured information is distorted or processed on the
basis of its purpose, finally enabling it to be more appropriately
conveyed. A typical example of this is found in VR utilization in
sports motion training, and some studies reported that through its
use athletes had improved their training efficiency by using the
reduced amount of (rather than all) captured information. The
concept in these new approaches has common with the Immer-
sive Telepresence “Kirari!” concept [8], such that the perceptual
feelings, understandings and even sense of reality of users can
be controlled and maximized by artificially post-processing the
original captured data.

In this paper, we provide a survey of VR technologies related
to the expansion of communication service areas. The rest of
the paper is organized as follows. First, as the most fundamen-
tal telecommunication service, interpersonal telecommunication
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is described in Section 2 along with a mention of related VR re-
search. Section 3 introduces a specific target-oriented commu-
nication service for education or knowledge transferring, along
with an application example in sports motion training using VR.
In Section 4, we describe a new approach in communication for
maximizing users’ internal sense of presence, along with an ac-
tual case example. Section 5 concludes the paper with a summary
and a discussion of further VR applications in telecommunication
services.

2. Interpersonal Visual Communication

Interpersonal communication between users at remote loca-
tions is the most fundamental role in telecommunication service.

The evolution of network, media, and information compres-
sion technologies and multimedia equipment such as cameras and
high resolution displays has enabled rich communication systems
that transmit extremely rich sensory data. These systems are able
to provide not only gestures but also more emotional and atmo-
spherical forms of expression on the part of users, even including
their breathing. Recently, users have been able to feel a higher
sense of unity through the use of telepresence products provided
with tables and effective light equipment along with high-end
cameras and displays.

In this section we focus on interpersonal communication as the
most fundamental role in telecommunication service. VR related
technologies are reviewed along with requirements for providing
basic interpersonal communication and also higher reality. We
put emphasis on three key points, which are important either for
achieving higher reality, awareness, immersion, and spatial per-
spective or feelings of space.

2.1 Awareness
Mutual understanding of intentions and situations is necessary

to make appropriate conversation. Awareness, which is one of the
most important factors in personal communication, is defined as
understanding the activities of others that affect one’s own activ-
ity [9], [10]. It is also said that sharing participants’ activities and
situations is important for establishing communication.

Awareness is essential for CSCW (Computer-Supported Co-

operative Work), which means computer systems for supporting
collaboration among multiple users, because deep mutual under-
standing among users is required for effective work.

While user and workspace images were simply displayed on
two GUI windows in the early stages of research, many new con-
cepts aiming to achieve more seamless awareness have been gen-
erated and systems such as real-time workspace overlay displays
have been developed [11], [12].

As the saying “The eye is the window of the mind” goes, gaze is
considered quite an important factor that provides much valuable
information for establishing communication. Thus gaze patterns
in face-to-face communication were studied and applied to a gaze
awareness based communication system [13].

Ishii et al. has designed a shared drawing medium as a glass
board metaphor that displays the partner’s face and workspace
reflected on a half mirror [14]. This system allows the user to
detect eye contact and monitor the partner’s direction of gaze.

Face-to-face meeting systems with a surrounding table have
also been presented. In these systems, gaze and visual attention
from one person to another can be recognized through the use of
life-size user images with relatively accurate position [15], [16].

A study aimed to activate informal communication has also
been presented [17]. It reported that audio and visual data were
continuously interexchanged via life-size displays in the work-
place. Participants were always aware of each other and thus
were able to communicate with shared feelings of being in the
same place.

For another example, flexible moving displays that show a
user’s face to support eye contact and gaze awareness have been
presented [18], [19]. Screen pose and position flexibly move au-
tomatically by mirroring the remote user’s head motions, which
enables the transfer of more correct information including users’
behaviors such as head nodding.

2.2 Immersion
Many techniques have been researched for enabling multiple

participants to feel that they have been immersed into a shared
virtual space. Instead of using a flat display, IPT (immersive pro-
jection technology) and HMD (head mounted display) techniques
are widely used in display systems that can create more immer-
sive virtual space.

The CAVE, which is known as one of the most representative
IPT display systems, has four surrounding screens. It was based
on perspectives acquired via a viewer-centered headtracking sys-
tem, and uses LCD stereo shutter glasses [20], [21], [22]. The
GAVA was developed as a CAVE based system for remote com-
munication service with the concept of space sharing, including
sharing the atmosphere. The avatar is controlled by motion track-
ing and an ambient sound system using stereophonic sound field
reproduction technology [23], [24].

In a VR project called Multimedia Virtual Laboratory, five
screen CABIN and six screen COSMOS systems in Japan were
connected via a gigabit network. To share users’ behavior and
emotional facial expressions correctly, users’ images were pro-
vided as 2.5 dimensional video avatars created on the basis of
depth information [25].

Surround systems are known as audio systems that are very
suitable for IPT. They use multiple speakers sparsely located
around users for providing a sense of direction and a listener en-
vironment. Dolby Atmos, which is a surround system with an
object based rendering system, has an original GUI for flexibly
projecting sound images onto any direction [26].

The 22.2ch multi-channel audio system, which has the largest
number of channels among surround systems, brings higher ef-
fectiveness in acoustic perception than a surround system such as
the above-described Dolby Atmos [27].

Portable spherical microphones, which have sound receiv-
ing elements inside that are isolated by reflection panels, have
been provided to capture ambients with their directional compo-
nents [28].

Using higher order ambisonics (HOA) [29], [30], [31], [32]
makes it possible to reproduce a sound field recorded with a
spherical or circular microphone array [33], [34], [35]. This
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enables users to perceive rich, high-level information of indi-
vidual subjective impressions such as presence, verisimilitude,
realism and naturalness at microphone array positions in re-
mote spaces [36]. With the aim of walking in a remote space
while keeping this perceived information, we can also reproduce
a sound field simulated with source signals and sound source
positions that are also obtained using various types of micro-
phones [37]. Even enhanced monaural speech signals gener-
ated by a beamforming technique can be used as source sig-
nals [38], [39].

Wider fields of view can be achieved for VR systems with
HMDs, by controlling displaying content depending on tracked
head movement. In image creation, a high sense of immer-
sion can be provided by using a remote omni-directional cam-
era [40], [41]. Recently, HMD systems can be easily created by
using the latest smartphones that have sensors [42].

Binaural reproduction is known as an audio presentation
method that uses a headphone environment and is very suitable
for HMD-based VR [43]. The driving signals of headphones are
generated by the driving signals of virtual loudspeakers and head-
related transfer functions (HRTFs) [44].

Using binaural reproduction via headphones, sound images can
be set on any place around a user and also a realistic ambient can
be presented. Therefore, a sense of distance of multiple sound im-
ages and immersion in audio can be perceived by the user. Even
higher immersion can be provided by using binaural reproduction
with videos via HMDs [45].

Another example is a stereoscopic type immersive display,
which uses rotating display units consisting of LED arrays and
a barrier around a viewer. Gaze awareness, which is an impor-
tant factor in interpersonal communication, is not lost in this sys-
tem because a user’s face can be captured from outside the dis-
play [46].

Focusing on the feeling of being in the same room, Hirata
et al. studied the symmetrical reproduction of communication
rooms [47]. They set life size displays and cameras so that they
would compose a cylinder space. Users’ images were captured
in front of a display and shown on a corresponding display at a
remote place.

2.3 Depth Expressions for Perspective
Along with immersion, awareness of three-dimensional space

around a user is also important [48]. This leads to feelings of
space existence that highly affect users’ perceptual feelings of
each other’s existence. In this section, we focus on techniques
for depth expression either in audio or video.

To provide communication with natural perspective feelings in
an autostereoscopic manner, binocular disparity, motion parallax,
and continuous space expressions are used. Some studies have
made efforts to construct three-dimensional face presentation as
the most important point. In one study, for example, the face of a
remote user was displayed as a three-dimensional object using a
spinning display surface with a two-sided tent shape [49], which
enabled eye contact to be established between users [50].

For depth presentation, depth-fused display (DFD) technology
has been presented. A DFD consists of two layered screens and

depth can be presented by differences in luminance between the
same object on two screens [51], [52]. Relative face and eye po-
sitions can be changed and followed by an observer, enabling
users to intuitively recognize the displayed character’s gaze di-
rection [53].

Transaural systems, which enable binaural audio reproduction
using multiple speakers instead of having users wear headphones,
was presented as a technique that is very suitable for DFD dis-
plays [54], [55]. High presence communication environments are
enabled using a transaural system and robots in a space, because
the sound source can be located virtually on an actual space with-
out the need for wearing any devices.

Motion parallax is used in many communication devices that
are based on life size 3D user images. Using image synthesis
makes it possible to naturally reproduce relative user and back-
ground positions, depending on where the positions are [56]. A
viewpoint interpolation technique using DFD has also been pre-
sented [57].

Object-based wave field synthesis (object-based WFS), which
uses multiple surrounding speakers, has also been presented [58],
[59]. Various implementations in wave synthesis have been stud-
ied, based on research in audio perception [60]. This technique
can be used to accurately reproduce audio waves in physical
space and since it can cover multiple users, it enables the cre-
ation of communication space with a higher sense of existence
than transaural systems can create.

2.4 Space Sharing
For reproducing the sound field of a remote location in a space

by using many microphones and loudspeakers, many researchers
have proposed methods based on the boundary surface control
(BoSC) principle [61], [62], methods based on a wave field re-
construction (WFR) filter [63], [64], and other methods.

Systems based on the BoSC principle are implemented by
mounting loudspeakers on a wall inside a system called a “Sound
Cask” [61], [62]. By getting audio signals with a microphone
mounted inside “Sound Cask” and reproducing a virtual sound
source inside the system, users can get the sense that other people
are playing a musical instrument right next to them, thus enabling
an ensemble to be created by two people in remote locations.

Systems based on a WFR filter are implemented by using a lin-
ear microphone array and a linear loudspeaker array. Because the
driving signals of the loudspeaker array are calculated on the ba-
sis of an analytically derived filter, the systems can transmit sound
fields to remote locations with a low delay [63], [64]. Sound im-
ages can be represented in front of loudspeakers by applying an
inverse wave propagator [65], and then an original space and a
destination space can be overlapped. A duplex communication
system can be developed by using such sound field transmission
systems and implementing multichannel acoustic echo cancella-
tion [66], [67]. Such a system would enable users to perceive
the depth of sound images and get the sense that they themselves
were at the place.

Systems based on a WFR filter are also implemented by us-
ing a circular microphone array and a circular loudspeaker array.
These systems can reproduce sound fields arriving from all di-
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rections in a horizontal ear-plane by limiting the target area [68].
From this a destination space can be overlapped with a part of
an original space, thus enabling users to join a conference in a
remote location with the sense that they were actually there.

To achieve realistic remote interpersonal communication, the
perceptual reality experiences in VR must be similar to real-
world face-to-face communication experiences. Studies have
been made on awareness, immersion and perspectives, and many
systems have been developed with the aim of achieving high
sense of presence in interpersonal communication. Recently, re-
mote space sharing has been presented as a new concept and
sound space sharing systems based on sound field reproduction
techniques have been presented to enable this concept. In the
future, adopting light field displays to these space sharing sys-
tems will make it possible to achieve more natural interpersonal
VR communication. Evolution in display resolution and device
miniaturization are also greatly contributing to realistic remote
communication.

Along with these evolutions and directions of VR technologies
for achieving interpersonal realistic communication, new require-
ments for transferring information have been pointed out. New
and challenging research work, which we describe in Section 3,
has started with the aim of achieving broader types of telecom-
munication applications.

3. Target Oriented Communications

So far, we have overviewed VR systems for providing com-
munication services, mainly focusing on telecom services such
as teleconferencing. The key point for these systems is the way
in which they transport auditory and visually correct situational
data from one place to another. The systems may find it difficult
to transfer everything, but they strive to transfer as much infor-
mation as they can.

On the other hand, there is some information that is difficult to
transfer even when using face-to-face communications. A typical
example is “motion.” Thus, this section overviews VR systems
for transferring and/or acquiring motion under an extended defi-
nition of “communication.” Although most of the research work
done in this area has not focused on the telecommunication as-
pect, we believe that it has led to many important suggestions on
how to further develop target-oriented communication systems.
In the subsections below we will start by giving the reason VR
systems are required for sports training. We will follow this up
by showing examples of the information (including feedback) the
systems present to users and how the information affects their
motor learning.

3.1 VR Systems for Motor Learning
To date numerous VR systems for learning and acquiring mo-

tion have been proposed and their target motions have had a wide
variety, ranging from dancing [69], [70], [71] and sports [72] to
rehabilitation [73], [74]. A lot of advantages are indicated for
such VR-based training systems. The first one is flexibility. Dur-
ing motor learning, trainees need to acquire multiple skills simul-
taneously. VR systems can easily control the target issue of the
current training and make changes in other settings. In addition,

they can easily create target situations requiring multiple partic-
ipants. This makes it possible for users to take part without the
participation of others, i.e., by using virtual participants.

Here, we would like to emphasize that information that is im-
portant for trainees is sometimes different from that provided by
telecommunication services.

3.2 Providing First Person Vision for Training
Some systems have attempted to provide an athlete’s first per-

son vision under a VR environment. For example, baseball [75],
handball [76], table tennis [77], and rugby football [78] were em-
ployed as the target sports. In such ball games, a trainee needs to
respond to an oncoming ball. Thus, enabling the users to feel the
ball trajectory stereoscopically is quite important, and these sys-
tems use devices that can display 3D information, such as CAVE
and HMD.

One study examined how the information provided was ap-
plicable to the training for a handball keeper [76]. This study
compared the differences in how a keeper responds to an actually
thrown ball and how the keeper responds to a ball thrown by an
avatar. The obtained results revealed that the keeper’s motions do
not change significantly for either case. These results lead to the
conclusion that a VR system can be used to improve a handball
keeper’s performance.

In a recent study, VR was also applied to assist baseball batters
in their training [75]. In this study, the batters wore a HMD that
enabled them to see the ball trajectory stereoscopically. In the vir-
tual 3D space, a 2D-based representation was used for the pitcher
which means that pitching movie is shown on the flat panel placed
on the pitching mound area in 3D virtual space (Fig. 1). After the
batters had undergone the training, they were asked to fill in a
questionnaire. Their responses indicated that the 2D representa-
tion had had a very insignificant effect on their quality of experi-
ence. They requested that the VR content be constantly updated.

These systems, which attempt to provide trainees with expe-
riences they will confront in actual game situations, try to make
trainees perceive the same things they will perceive in real life
situations. On the other hand, interesting findings have been ob-
tained with other systems. In observing and analyzing motions,
observers felt the use of 3D CG-based representation speeded up
the opponent’s motions relative to what they would have been
with simplified stick figure models [79] (Fig. 2). The authors be-
lieve that this finding may lead to more effective training under
VR environments.

Fig. 1 Virtual reality (VR) baseball training system.
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Fig. 2 Changes in cognition by presentation simplification.

Fig. 3 YouMove.

3.3 Information Feedback to Trainees
One of the most important research topics in sport/rehabil-

itation supporting systems is the way of providing information
feedback. This includes analyzing efficacy by using various feed-
back methods and sensing the feedback. Recently, it has been
expected that real-time feedback can be obtained during the time
trainees are performing motions and many studies have developed
real-time sensing and feedback systems on the basis of this point.
From this point on, we will discuss both the architecture of such
systems and the representation effect they provide.

For example, a motor learning system called YouMove [69] has
been proposed. As shown in Fig. 3, it displays feedback informa-
tion onto a layered screen. During the motor learning process, the
amount of feedback information decreases. Chua et al. proposed
a system for training persons on how to use “tai chi”, a Chinese
martial art [80]. In their system, the body postures of trainees and
trainers are displayed on HMDs in a real-time manner. They an-
alyzed the effects of motor learning changes from the viewpoint
and relative positions of trainee and trainer. The study results
they obtained unexpectedly indicated that overlay representation
of trainee and trainer motions is ineffective for motions requiring
full body coordination.

Here, we will show another example, one for which intuition
is unsuitable: motor learning of cyclic motions such as dribbling
a basketball. This example indicates that excessive feedback de-
teriorates the efficacy of motor learning. It shows that it is more
efficient to provide visual feedback every four or five times the
motion is performed than to provide it every time the motion is
performed [81]. We believe this gives an important insight into
the further development of representation methods in VR envi-
ronments.

Fig. 4 Full-FB vs. Reduced-FB.

The above study can be considered as one that provides tem-
porally reduced feedback. On the other hand, spatially reduced
feedback, which gives only a limited portion of an object, has
been proposed and its efficacy suggested [71]. This study em-
ployed ballet as a training target; it compared the efficacy of three
feedback conditions: full, reduced, and none. Figure 4 shows a
trainee’s motion (left) measured and overlaid to a reference mo-
tion; (A) shows full feedback and (B) shows reduced feedback. It
shows the best result was obtained for the latter.

Most of the studies introduced in this section were examined
under a laboratory setting and sometimes in actual practice the
efficacy was not verified under consecutive motor learning con-
ditions. We think it is quite interesting that some studies aim at
representing all information correctly and that they verified the
method’s effectiveness. At the same time, it is interesting to note
that reduced feedback improves motor learning because trainees
tend to lapse into information overload. Even for telecommu-
nication services, reducing the amount of information provided
will become one good option for concentrating on the purpose of
communication.

4. Communication for New Experience

So far, we have provided a review of VR technologies for basic
interpersonal communication tools and purpose-oriented commu-
nication tools designed for transferring information that is diffi-
cult to transfer even by face-to-face communication.

In this section, we will introduce the latest VR technologies we
have developed to achieve high perceptual presence and provide
new experiences. These technologies are designed to provide a
wide variety of telecommunication applications, including enter-
tainment, in the future.

4.1 High Presence
Thinking about future directions in VR research, here we

would like to once more consider high presence in telecommu-
nication services.

Higher presence leads to realistic feelings, expressed lexi-
cally as “being there feelings.” In conventional telecommunica-
tion services, information about external environments has been
transmitted as accurately as possible to derive high presence.
This means that high presence in telecommunication services is
mainly considered as providing correctness in presenting the ex-
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ternal world, which is sensed by users’ senses of vision and hear-
ing.

In contrast, sense of presence derived by psychological factors
based on users’ past experience or knowledge is also known as
another important factor for presence. Thus, sense of presence is
derived by both physical and psychological factors [82].

In many VR studies in basic telecommunication services, phys-
ical factors such as size of object, space, or sound level might
well be considered in evaluations for presence level. Even though
these evaluations were done on the basis of physical factors, they
were able to provide correct results to some extent in presence
measurements because psychological factors have a high correla-
tion with physical factors.

However, it is known that physical accuracy is actually not
the top priority in human cognitive functions [83] and there is a
strong tendency to accept information as true, if the incoming
information is sensory and is responded to promptly [84]. This
tendency of acceptance is obviously seen especially when users
are not aware of the physical correctness of each information item
presented. It is also seen in the field of entertainment, where users
have little interest in physical accuracy. Moreover, if the audio
and visual information provided fulfills users’ expectations, they
may get feelings of high presence even if they are shown the in-
formation which was purely artificially created.

Also, effectiveness for controlling information based on spe-
cific purposes provides higher effectiveness in understanding as
described in Section 3. The examples shown in that section also
indicated that physical accuracy is not always critical in various
communication services. In this section, we provide a review of
new developments aiming to achieve high presence by focusing
on psychological factors.

4.2 Presence Expression Using Psychological Factors
Providing or adding artificial information can often fulfill

users’ expectations, and this is known as one of the ways to
achieve a higher sense of reality. We found many examples of
this in content authoring work performed in entertainment ser-
vices. For example, sound effects and color control are done in
creating TV and movie scenes on an almost routine work basis.

Sound effects are known as the most representative process for
creating illusions. Enhanced or artificially created sound is in-
serted or added to fulfill users expectations or to express the ex-
tent of space, and finally a scene providing a high sense of reality
is created. Another example can be found in 3D animation cre-
ation. Using the virtual viewpoint control technique makes it pos-
sible to flexibly and dynamically express the depth perspective of-
ten used in drawing-based 2D animation creation in 3D animation
creation [85]. These examples indicated that rather than physical
correctness, users’ impressions and the perceptual reality that fol-
lows can be controlled via presented audio and video data, which
is artificially created to fulfill the expectations that users develop
on the basis of their experiences or knowledge. Moreover, it can
be considered that users’ perceptual reality derived from psycho-
logical factors can be controlled directly.

In the next subsection we will introduce our newly developed
Immersive Telepresence “Kirari!” system, which aims to provide

high reality VR communication service on the basis of proactive
artificial effects. It is based on multiple telecommunication tech-
nologies, including media processing, transmission, and presen-
tation.

4.3 Immersive Telepresence “Kirari!” System
Transporting sports participants or actors from remote places

to a position right in front of the audience in real time - this is the
basic concept of “Kirari!” [8]. The authors expect that this con-
cept will be able to provide users with a unique and high presence
experience. Even though the concept is physically impossible, it
may be able to bring about totally new experiences, thus leading
to new ways of expressing reality expressions in telecommunica-
tion service.

By way of background, this type of presentation has recently
become more popular and widely accepted by audiences in the
entertainment field. In new types of stage production methods,
digital based artificial effects are frequently used. In this way ac-
tors, CG based digital characters, and even real objects appear to
be naturally interacting and existing in the same place [86]. While
this is clearly physically impossible, there is a type of high pres-
ence with surprise feelings. It can be considered that the sense of
presence in this case is derived by natural and prompt interactions
among actors and stage objects, all of which are presented in life
size. Moreover, it is considered that when there are inconsisten-
cies in one’s sensory elements or there is situational duality such
that “there is something (somebody) there that shouldn’t be,” they
could also be a factor in providing a sort of presence [82].

Extracting the essence from entertainment cases and human
cognitive studies, we think that it is possible to provide a new
type of presentation in our telecommunication services, one that
will provide a higher sense of presence in communication as well
as entertainment. In the following subsection we will describe the
Kirari! system, which was developed with the idea of providing
new experiences in telecommunication service, from the overall
to the individual technologies it uses.
4.3.1 System Overview

Here, we will describe an overview of the “Kirari!” system.
As shown in Fig. 5, it was designed by using several multime-
dia technologies to enable new experiences in live demonstration
in various use cases. Audio images, images of targets (e.g., ath-
letes, actors, or reporters to be displayed as target images to be
transmitted), and background images, are captured and processed
separately. Through the use of a protocol for synchronizing they
are transferred via a network and displayed as dimensionally af-
fected images at a remote place. In the research reported here, we

Fig. 5 Concept overview of the “Kirari!.”
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selected a specific display that makes it possible to present target
images as realistic objects based on a luminance gap and an op-
tical illusion called “Pepper’s Ghost visual effect.” The display
system has two 2D image planes with different depths.
4.3.2 Realtime Object Extraction

In this area we have been researching an image processing
technique for real-time, precise image extraction that is robust
against background conditions. Today objects can be extracted
in real time without using a green screen, if the background tex-
ture is relatively simple and luminance and color gap between
object and background are appropriately created in the shooting
environment. The ultimate goal is to establish a way to extract
objects in real time for any background, and various types of sen-
sors including stereo cameras have been tested with the aim of
meeting this goal.
4.3.3 Image Stitching and Dynamic Shadow Processing

For this we have been researching real-time distortion correc-
tion and stitching technology for video captured by multiple 4K
cameras. The goal is stitching multiple movies taken with mul-
tiple 4K cameras to generate a super high-definition movie with
more than 8K resolution images in real time.

Another important post effect for background images is creat-
ing dynamic shadows that will move along with the images float-
ing in the foreground. The shapes of the shadows are given by
projectively transforming the foreground images on the basis of
the lighting position of the display environment.
4.3.4 Sound Field Recording and Reproduction

The topic we have been investigating for this is sound field
reproduction technologies that localize sound images on any im-
age position. The use of virtual loudspeaker technology enables
sound to be generated from a mouse or a subject on a 2D im-
age plane. The goal is achieving 3D space composition using a
wavefield reconstruction technique.
4.3.5 Multiple Media Transport with Advanced Synchro-

nization Protocol
In this area we have been researching the synchronized me-

dia transmission technology “Advanced MPEG Media Trans-
port (MMT),” an expansion of MMT technology, and applied
H.265/HEVC and MPEG-4 ALS technologies to it. The goal
is transmitting all spatial information such as target object size
and position, positional relationship, and object data, as well as
audio/video over IP networks.

4.4 Feasibility Experiments and Evaluations
A life size “Kirari!” system was constructed and demonstra-

tion experiments were conducted with it to cover several service
cases such as live sports reporting, remote presentation, and re-
mote communication with interaction. Figure 6 is a photo taken
at the demonstration using “Kirari!” in Japan [87]. The presenter
in Fig. 6 was actually stood on the stage in the U.S. and he ap-
peared on the stage in Japan as if he stands on right in front of
audiences [88].

In this demonstration, a video transmission network is con-
structed by linking Japan and the USA, which consisted of GEM-
net2, which is a network for research and development owned by
NTT Laboratories [89], and Internet2 [90].

Fig. 6 Communication by “Kirari!” system.

A subjective experiment we conducted to evaluate reality and
experience made it clear that for 2D virtual images it is better to
see a large object from a long distance and this indicated that “Ki-
rari!” is suitable for large-scale public screen service. We also
found that the spatial audio technique the system features pro-
vides a sense of reality rather than the experience of enjoyment
that had been enhanced by dimensional visual presentations [91].
Thus it can be considered that the sense of reality obtained from
psychological factors was successfully raised by using the “Ki-
rari!” system.

In the future, various type of displays such as glass-free 3D dis-
plays or displays using augmented reality glasses will be adopted
to “Kirari!,” instead of the multi-layered 2D display it now uses.
More feasibility tests will also be done, including large scale
online demonstrative experiments. These tests will feature not
only remote communication instances but also presentations of
speeches, interactive arts, and even stage entertainment. Note that
the “Kirari!” system includes multiple technologies and leads the
way toward new, high presence experiences in telecommunica-
tion service. Thus, in future feasibility tests in various fields, we
would like to fine tune and select technologies in a very flexi-
ble manner so that they can be fitted to each service requirement.
Accordingly, appropriate media technologies might be added to
“Kirari!” if necessary, otherwise we may cut down current specs
instead. Looking foward to further experiments, we may also
conduct studies on artificial post effect processes to provide more
impactful, emotional, and dimensional expressions. We believe
that further research activities of this type will lead to the develop-
ment of broader and more versatile telecommunication services.

5. Concluding Remarks

This paper has described research work done in the visual re-
ality (VR) field that is closely related to telecommunication ser-
vices.

In remote communication, not only the physical quality of au-
dio and visual data but also the quality of communication between
users is quite important. This is because both are means to enable
precise information to be exchanged and clear mutual understand-
ing to be obtained, including intentions and connotations. In re-
mote communication, the perceptions and sense of engagement
on the part of participants have an even greater effect on commu-
nication quality than the amount of provided information as rich
audio or visual data. In this sense, high reality and high quality
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remote communication must be derived by the vivid feelings of
real existence experienced by each participant. In this paper we
described gaze awareness in communications as one of the most
fundamental factors for understanding the activities of others and
showed the results obtained in related research work. Immersion
and feelings of space were also described as important factors for
obtaining realistic perceptual feelings in VR communications, as
well as immersive displays and perspective awareness technolo-
gies and audio technologies that ultimately lead to the sense of
space sharing.

We also described specific-purpose-oriented communication
methods. The scope of these methods is totally different from
that of our remote communication service, which puts the highest
priority on providing accurate information by heightening com-
munication quality in natural conversation environments. In this
service, information is distorted based on its purpose and finally
target information is appropriately provided to users. The aim
of this service is to provide information that is difficult to pro-
vide accurately, even via rich remote communication systems or
actual face-to-face meetings. Motion in sports is introduced as
an example of target data in this service, and related VR sports
training systems were introduced. While there are still few re-
mote communication systems based on this technology, the type
of communication it provides is surely a very important part of
telecom applications, because of the growing number of videos
that transfer knowledge and learning online today.

Finally, the concept of the Immersive Telepresence Kirari! sys-
tem was presented. This system represents the latest communica-
tion research that has been done with the aim of achieving high
reality and new user experiences in this field. In the research
work on the system that has been done, the focus was on achiev-
ing a sense of realism by using internal factors to maximize users’
perceptual reality. Through the use of post production signal pro-
cesses, real world physical data captured as audio visual signals
was enhanced and some artificial effects were even added in the
presentation process. We also introduced an example of the latest
experiments that have been conducted in the entertainment field.
We believe that these new developments will enable telecommu-
nication applications to be widely extended, and it also can pro-
vide users new experiences as well as entertainment.

Applications in telecommunication service have been growing
so that they are now expanding from simply providing rich com-
munication to covering wide and diverse fields ranging from ed-
ucation to entertainment. Even though the use of head mounted
displays (HMDs) has enabled a greater number of people to ex-
perience the world of visual reality (VR), in most cases it is
necessary to provide immersive contents created for VR applica-
tions. The use of HMDs certainly brings new immersive, omni-
directional viewing experiences to users, but it can be considered
that current HMD based VR applications are merely highlights
that show only a quite narrow scope of VR. It is becoming in-
creasingly clear that VR has much potential as a promising tool
for enhancing human experiences in communication, one that
may bring about richer and more substantial communication by
transmitting multisensory information, including realistic sensa-
tions, that even high quality video conference systems have not

been able to provide. This clearly indicates that the areas in the
telecommunication industry where VR can be applied are grow-
ing and that the service applications that can be considered are
broadening. In the future it will be necessary to stimulate users’
sense of internal realism by using technology in specific-purpose-
oriented communication on a widespread scale. Authors believe
that VR must be positioned in the center of telecommunication
applications and it will enhance communication experiences and
finally enrich people’s daily lives.
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