ユーザによる修正が可能なセルアニメーション彩色のための領域マッチング
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1. Introduction

Traditional 2D animated cartoons are created by drawing and coloring each frame manually. Compared to other ways of making animations, it is a very flexible means, but it is also a very time-consuming process.

The traditional 2D animation pipeline consists of several steps, being the generation of inbetweenings and the coloring the most time-consuming ones (approx. to 60% of the time of the whole process [1], even when using commercial software like Retas or Animo). Thus, previous research has concentrated on automating them.

This paper proposes an interactive method for the coloring step. The coloring is done gradually and the user can fix coloring mistakes as soon as they appear. In doing so, mistakes do not propagate to the rest of the animation frames nor generate other mistakes, thus reducing the total number of them and reducing the total effort needed until having a correctly colored cartoon.

2. Related work

There are several papers that attempt to automate the coloring process using a matching algorithm: they try to identify what regions in one frame correspond to what regions in the other frames comparing its features and then painting them with the same color.

Since matching can be a very difficult task due to the possible lack of coherence between frames, approaches like [2] and [3] increase the matching accuracy by using graphs, building a hierarchy of regions or inserting skeletons.

While the above approaches can color automatically certain kinds of animations, they may fail almost completely in more difficult ones, leaving the artist with the task of correcting lots of wrongly colored regions manually. This happens because a wrongly matched region in a frame in the middle of the animation usually keeps being wrongly matched in the successive frames. Even worse, that wrong match is used later as information for other matches, worsening their accuracy.

In our method the user fixes the matching mistakes as soon as they appear. Thus, the previous situation does not happen and, on the whole, it takes less effort for the animator to color the frames.

3. Proposed method

3.1. General overview

Our coloring algorithm goes as follows:

1. Scan the hand-drawn frames
2. Apply filters to reduce noise and holes
3. Segment each input frame into its closed regions
4. For each region extract its features
5. User-guided matching

Note that we work with raster images and we do not vectorize the input frames.

3.2. Region features

For each region we extract the following features: Area, Position, Neighbor Regions and Dominant Points. Dominant Points are points in a boundary that have a high curvature. They are also called Character Points in related works.

3.3. The matching algorithm

We have implemented a forward matching algorithm starting from the first frame. Inside each frame, we try to match all regions, starting from the biggest to the smallest. Given a region $r$ in a frame $f$, we compare $r$ with all the non-matched regions in the frame $f+1$ and pick up the most similar as the match. When done with all regions in frame $f$, we advance to frame $f+1$ and repeat the process until we reach the last frame.

3.4. The comparison function

For comparing two regions we use a comparison function $comp$ that given two regions returns a score indicating how similar they are. It does so by comparing the region features one by one and normalizing them into one final score.

3.5. Interactive matching

The user interface consists of a set of panels that display the frames to be matched.
We implemented our system in Java. We ran the tests on an Intel Core2 Quad CPU Q6700 @ 2.66 GHz, with 2 GB of RAM. After the segmentation and the extraction of features, all the interaction is in real-time. The animation consists of 5 frames, each of 507x446 pixels. Each frame has respectively: 15, 16, 17, 18 and 18 regions. In total, there are 84 regions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of clicks</th>
<th>Wrongly colored regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>100K Manually</td>
<td>144 clicks</td>
<td>0</td>
</tr>
<tr>
<td>User-guided matching</td>
<td>38 clicks</td>
<td>0 (16 corrected by the user, 10 by the algorithm)</td>
</tr>
<tr>
<td>Non-interactive</td>
<td>0 clicks</td>
<td>43</td>
</tr>
</tbody>
</table>

We counted the number of mouse clicks on the panels (for connecting regions) and on the toolbox (choosing an option).

The 5 frames used as a test contain some difficult parts: the pony tail, the ear and the collar. That is because they change their shape, position and/or disappear.

Our non-interactive algorithm colored incorrectly 43 regions. Fixing that with our software would require 86 clicks (option 1). On the other hand, with the interactive matching, the user finished in just 38.

This shows how, for difficult cases, an approach that involves the user can be more efficient than a non-interactive approach.

5. Conclusions and Future Work

As seen in the results, fixing the coloring mistakes as soon as they appear has allowed us to stop their propagation and the generation other mistakes, thus reducing the total number of them and reducing the total effort needed until having a correctly colored cartoon.

As for future work, right now our comparison function's accuracy is low. We want to implement better ways of comparing the dominant points and neighbors. Regarding the user interface, sometimes small colored regions are difficult to see. It would be ideal to add visual indicators that help the user.
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