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Packet classification, in which the packet header is analyzed and data corresponding to the header is selected, is a key function in implementing routing-table lookups, firewalls, label switching, and differentiated services. This paper presents a packet classifier that can classify packets by using \(2 \times n\) memory references in the worst case, assuming the length of the header is \(n\) bytes, through a simple operation regardless of the number of classification rules (i.e., filters). Packet classification is modeled as a point-location problem in computational geometry by introducing a function that sieves the filters to reduce an \(n\)-dimensional problem to an \(n-1\) dimensional problem. A partial evaluator for the sieve function and local and global optimizations are described. A one-dimensional solution to the point location problem can be naturally expanded into a multidimensional problem, and a real-time packet classifier can be implemented for a high-speed network with a relatively small amount of required memory. Preliminary evaluation showed that this classifier can classify packets using only 708 KB of memory and an average of 16.8 memory accesses per packet for 14-byte headers and 10,000 rules.

1. Introduction

As the number of Internet users continues to expand rapidly, networks continue to grow in scale and considerable R&D effort is being focused on high-speed IP routers\(^1\)–\(^3\). Higher speed is particularly needed to enable routers to perform their primary function — routing-table lookups — faster. Backbone routers that can accommodate 622 Mbps and 2.4 Gbps packets, for example, must be able to quickly search large-scale routing tables (40,000 or more entries).

At the same time there is a cry for greater security, and packet filtering is becoming increasingly important as Internet usage becomes more diversified\(^4\). Packet filtering is generally done to ensure security by having the router scrutinize the packet header, and then, for example, relay the packets destined for a web server or discard packets originating from a particular subnetwork, based on the contents of the header. This filtering capability has other functions besides security. It enables service content or quality to be tailored to customers, resulting in differentiated services that have a variable-price structure or variable content. This customization requires switching services or altering the allocation of network resources according to the contents of the packet header.

Among the filtering functions, the ability to analyze the header and determine the appropriate processing is provided by packet classifiers. Packet classifiers are widely used in many network facilities for routing table lookup, packet filtering, avoiding network-wide contention such as the parking-lot problem\(^5\), and for several kinds of label switching\(^6\). The series of conditions for packet classifiers are set as packet-classification rules. A router used in a large-scale network or for fine-grained classification, must be able to handle 1,000 or more such rules. Furthermore, as uses of packet classification proliferate, there will be a growing demand for a longer header field.

In this paper we propose a high-speed packet-classifier that can be applied even when a long header and numerous rules are used. The number of memory references for packet classification is independent of the number of rules. For a header that is \(n\) bytes long, packets can be classified by using \(2 \times n\) memory references in the worst case.

In this paper we describe a fast method that uses little memory (e.g., less than one megabyte) that is suitable for practical use. This method includes a function that sieves the rules according to a field in the packet header to decompose the packet-classification problem in the same way as for a point-location problem in computational geometry\(^7\), uses a partial evaluator\(^8\) for the sieve function, and uses local and global optimizations.

The rest of the paper is organized as follows. We precisely formulate the packet classifier in Section 2. In Section 3, we explain our ap-
2. Packet Classifiers

2.1 Functional Overview

The header field that is analyzed to classify packets is called the key field or simply the key. The rules for classifying packets are called filters. A filter consists of any number of predicates that the keys should fulfill. An ordered set of filters is called a filter-set, and is represented by a filter-identifier set. If all keys of a packet fulfill their associated predicates for a filter \( f \), then \( f \) is said to be a feasible filter of \( P \). If any key of \( P \) does not fulfill a predicate of a filter \( f \), then \( f \) is an infeasible filter with respect to \( P \). A packet classifier is a function that examines whether a key fulfills its associated predicate for all filters and selects a set of all feasible filters. That is, it identifies filter-set \( F' \) that contains all feasible filters in \( F \) pertaining to \( P \) when filter-set \( F \) and packet \( P \) are given. In cases where only one filter must be determined by routing table lookup or filtering, one filter can be selected from \( F' \) according to the predetermined order of filters (for example, in the description order, or in the order of filter cost specified by the operator). In cases where the filters in \( F \) are arranged in description order, if that same order is preserved in \( F' \), then the first filter in \( F' \) can be selected. If the filters in \( F \) are arranged by prefix length (that is, net-mask length), then longest-prefix-matching is performed. In the implementation described below, it is assumed that when a filter is selected from \( F' \), the filters in \( F \) are arranged in description order.

2.2 Matching Schemes

The predicates can be specified using any of three matching schemes: exact matching, prefix matching, or range matching. Assuming \( p \) and \( x \) are a predicate and its associated key value, respectively, these schemes are defined as follows.

- **Exact matching**
  The matching is successful if \( x \) equals \( p \).
- **Prefix matching**
  Assuming \( v \) and \( p_l \) are a prefix and its length, respectively, the upper \( pl \) bits of \( x \) should be \( v \). In prefix matching for destination IP addresses, for example, the predicate 123.45.67/24 matches the destination IP address whose upper 24 bits are 123.45.67. When multiple predicates are successful, the predicate that has the longest prefix-length is selected in longest-prefix matching.
- **Range matching**
  Predicates are represented as a set of pairs of keys. Assuming \( p = \{ [v_{11}, v_{12}], [v_{21}, v_{22}], \ldots, [v_{n1}, v_{n2}] \} \), if there exists an i such that \( v_{i1} \leq x \leq v_{i2} \), the matching of \( x \) and \( p \) is successful. For the range matching with the predicate \( \{ [10, 30], [50, 60] \} \), \( x \) matches \( p \) if 10 \( \leq x \leq 30 \) or 50 \( \leq x \leq 60 \). The predicates for the range matching are useful to specify the conditions that the source or destination port numbers should satisfy.

3. Packet Classifier Using a Filter-sieve Function

3.1 Point-Location Problem

A packet classifier that deals with \( n \) keys is modeled as an \( n \)-dimensional point-location problem in computational geometry. The \( n \)-dimensional point-location problem is described as follows: given a point in \( n \)-dimensional space, and a set of \( m \) \( n \)-dimensional objects, find the object that the point belongs to. In a packet classifier, a packet corresponds to the point and \( m \) filters correspond to the \( m \) objects. While most conventional point-location problems must deal with the case of non-overlapping objects and use range matching in each dimension, the packet classifier should deal with the case of overlapping filters (i.e., a key might match the corresponding predicates of multiple filters) and use prefix matching and exact matching as well as range matching.

3.2 Filter-sieve Function

A function that uses key value \( x_k \) for filter-set \( F \) to remove infeasible filters and return filters whose predicates corresponding to the key are true is called a sieve (Fig. 1), represented here by \( \text{sieve}(F, k, x_k) \).

The sieve function reduces an \( n \)-dimensional point-location problem to an \( n - 1 \) dimensional problem. The result of the packet classifier can be obtained by applying the functions to a filter-set \( n \) times.

3.3 SIERRA: Systolic Sieve Array

Figure 2 shows that if all key values are
given as inputs in a pipelined sieve array, a
filter-set in which predicates for all keys are true
is derived — in other words, the filter-set \( F' \)
as the output of the final stage of the pipeline.
This is represented as

\[
F' = F_{n-1}, \quad \text{provided that}
\]

\[
F_0 = \text{sieve}(F, 0, x_0),
\]

\[
F_1 = \text{sieve}(F_0, 1, x_1), \ldots,
\]

\[
F_{n-1} = \text{sieve}(F_{n-2}, n - 1, x_{n-1}).
\]

A packet classifier can be obtained by con-
structing a pipeline called a systolic sieve ar-ray (SIERRA) with sieve processors where each
processor executes a sieve function for each key,
as shown in Fig. 3. In this figure, a “chunk” is
a data-set generated by the partial evaluation
of a sieve function (described below), while an
“instruction” specifies the address of the chunks
and is an instruction word that the sieve proces-
sor interprets. Given an instruction and a key, a
sieve processor reads a chunk and generates the
next instruction that will be sent to the sieve
processor in the next stage of the pipeline. The
processor in the final stage outputs an instruc-
tion that includes a pointer to the result of the
packet classification. The key values of the in-
coming packets are successively supplied to the
processors (Fig. 3), and each time an instruction
word is supplied with the arrival of a packet at
the first processor, the system as a whole per-
foms a systolic action\(^9\) within the time it takes
for one sieve function to execute. Sieve proces-
sors read two chunk memory words to execute
one sieve function. By pipelining their memory
accesses, we can implement a processor that can
produce an output for each memory access.

4. Partial Evaluation of a Sieve Func-
tion

4.1 Filter-sets

Here, we consider a filter-set, such as that
shown below, consisting of filters in which
all the fields have been converted to eight-bit
keys. This filter-set is represented by \( F = \)
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**Fig. 1** Sieve: a filter classifier with a key value.

**Fig. 2** Finding feasible filters with a sieve array.

**Fig. 3** Conceptual diagram of the systolic sieve array.
\{1, 2, ..., m\}. Each element of $F$ is a filter identifier that is affixed at the beginning of each filter.

1: $p_{1,1} p_{1,2} \ldots p_{1,n}$
2: $p_{2,1} p_{2,2} \ldots p_{2,n}$

$\vdots$

$f: p_{f,1} p_{f,2} \ldots p_{f,n}$

$m: p_{m,1} p_{m,2} \ldots p_{m,n}$

Here, $p_{f,i}$ is the $i$-th predicate of $f$, corresponding to the $i$-th key. In cases where the packet-field length is not eight bits, the packet-filed is converted to 8-bit key by concatenation of multiple keys and are represented by in-

(1) Flag bit
Multiple bits in the same byte combine to become one key. For example:

$f_1: p_{1,1} [x_1 = 1] \quad p_{1,2} [x_2 = 0]$

$f_1': p_{1',1} [x_{1'} = (10)2]$

Here, $x_1$ and $x_2$ are one-bit flags, and $x_{1'}$ is the value of a one-byte key where bit 0 of $x_{1'}$ is $x_2$ and bit 1 is $x_1$.

(2) Multi-byte fields
Multi-byte fields are partitioned into multiple keys. For example:

$f_1: p_{1,1} [x_1 > 300]$

$f_1': p_{1',1} [x_{1'} = 1] \quad p_{1',2} [x_{1''} > 44]$

$f_1'': p_{1'',1} [x_{1''} > 1] \quad p_{1'',2} [x_{1''} \geq 0]$

Here, $x_1$ is the value of a two-byte field and $x_{1'}$ and $x_{1''}$ are the values of one-byte keys where $x_{1'}$ is the upper byte of $x_1$ and $x_{1''}$ is the lower byte.

(3) Multi-byte prefixes
Multi-byte prefixes are partitioned into multiple keys and are represented by inequalities. For example:

$f_1: p_{1,1} [x_1 = (112*)_{16}]$

$f_1': p_{1',1} [x_{1'} = (11)_{16}]$

$p_{1',2} [(20)_{16} \leq x_{1''} \leq (2f)_{16}]$

Here, * is a wildcard, $x_1$ is the value of a two-byte prefix field, and $x_{1'}$ and $x_{1''}$ are the values of one-byte keys where $x_{1'}$ is the upper byte of $x_1$ and $x_{1''}$ is the lower byte.

Because the key value is $0 \leq x_i \leq 255$, the $p_{f,i}[x_i]$ is represented by a 256-bit vector whose elements are either $T$ (true) or $F$ (false). Any point on this vector where the value changes from $T$ to $F$ or from $F$ to $T$ is called a boundary; the boundary is represented by the $x_i$ value that follows the change. A pair including the list of all boundaries $B$ and a $p_{f,i}[0]$ value $\langle B, p_{f,i}[0] \rangle$ is called a predicate descriptor; it is used to denote predicate $p_{f,i}$. In the following, this predicate descriptor is used to specify predicates of all rules in the filter-set. This means that filter predicates can be applied to three types of matching schemes: exact matching, prefix matching, or range matching.

In the example shown below, the predicate descriptors of $p_{1,0}$ and $p_{2,0}$ are $\langle (2), F \rangle$ and $\langle (3, 6), F \rangle$, respectively.

$F_{ex1} = \{f_1, f_2\}$: Filter-set example 1

$f_1: p_{1,0} [x_0 \geq 2] \quad p_{1,1} [x_1 = 6]$

$f_2: p_{2,0} [3 \leq x_0 \leq 5] \quad p_{2,1} [x_1 \geq 5]$

4.2 Domain Partitioning

The domain of the key value is partitioned into intervals at all boundaries of all predicates. An ordered set of key values within each interval is called a subdomain. The set of all subdomains has the following properties.

(1) Disjoint: There are no pairs of subdomains that have common elements.

(2) Direct sum: The union of all subdomains equals the original domain.

(3) Unique: When a subdomain is determined, the filter-sets for which a $T$ predicate is given are uniquely determined.

First, consider the partial evaluation of function $sieve(F, i, x_i)$ by domain partition for the simple filter-set $F_{ex1}$.

$sieve(F_{ex1}, 0, x_0)$ is represented as shown below. When the conditions in parentheses are true, the set in that row is returned as a result.

$sieve(\{f_1, f_2\}, 0, x_0) = \begin{cases} {} & (x_0 \geq 2) \land (3 \leq x_0 \leq 5) \\ \{f_1\} & (x_0 \geq 2) \land (3 \leq x_0 \leq 5) \\ \{f_2\} & (x_0 \geq 2) \land (3 \leq x_0 \leq 5) \\ \{f_1, f_2\} & (x_0 \geq 2) \land (3 \leq x_0 \leq 5) \end{cases}$

Partial evaluation (or partial computation) is a systematic method of generating an efficient program based on a given program and some of its data. Partial evaluation of $sieve(F_{ex1}, 0, x_0)$ essentially means that, before we know the value of $x_0$, the aforementioned evaluation is pursued as far as possible so that the remaining evaluation needed to derive $x_0$ is
simplified. The result of the partial evaluation is represented as \( \text{sieve}_{F_{\text{ext}1,0}}(x) \).

Consider the following example of a partial evaluation of \( \text{sieve}(F_{\text{ext}1,0}, x_0) \). In this example, we assume for simplicity that the key is three bits long. In this case, domain \( D_0 \) of \( x_0 \) is \( D_0 = \{0, \ldots, 7\} \).

As shown in Fig. 4, \( D_0 \) can be partitioned into two intervals, \( I_{0,0}^0 \) and \( I_{0,1}^0 \), in accordance with the values that can be derived for \( p_{1,0} \) (i.e., \( T \) or \( F \)). Also, \( D_0 \) can be partitioned into three intervals based on \( p_{2,0} \) in the same way: \( I_{0,0}^2 \), \( I_{1,0}^2 \), and \( I_{2,0}^2 \). When the \( x_0 \) domain is partitioned by all interval boundaries, four subdomains are formed: \( D_0^0 = \{0, 1\} \), \( D_1^0 = \{2\} \), \( D_0^2 = \{3, 4, 5\} \), and \( D_3^0 = \{6, 7\} \). Scrutinizing the \( p_{1,0} \) and \( p_{2,0} \) values of each subdomain, a clear filter can be discerned such that when the \( x_0 \) value is present in a subdomain, the packet cannot be matched regardless of the value of \( x_1 \). For example, \( F \) is in both \( p_{1,0} \) and \( p_{2,0} \), so neither \( f_1 \) nor \( f_2 \) match regardless of the value of \( x_1 \). The subdomain filter-set in Fig. 4 excludes this kind of filter. Moreover, domain descriptors are data that provide subdomain identifiers based on key values, and are derived from a series of subdomain identifiers.

From Fig. 4, \( F_0 = \text{sieve}_{\{f_1, f_2\},0}(x_0) \) becomes

\[
F_0 = \begin{cases} 
\{\} & (x_0 \in D_0^0 = \{0, 1\}) \\
\{f_1\} & (x_0 \in D_0^1 = \{2\}) \\
\{f_1, f_2\} & (x_0 \in D_0^2 = \{3, 4, 5\}) \\
\{f_1\} & (x_0 \in D_0^3 = \{6, 7\}) 
\end{cases}
\]

### 4.3 Sieve-Unfolding Tree

Given a filter-set \( F \), subdomains and their filter-sets can be obtained by the partial evaluation of \( \text{sieve}(F, 0, x_0) \). Then, for each subdo-

main, a sieve function that uses the filter-set of the subdomain as an input argument is made. For example, in the case of filter-set \( F_{\text{ext}1} \) mentioned above, the function \( \text{sieve}((f_1), 1, x_1) \) is made for subdomain \( D_0^1 = \{2\} \). Sieve functions for all subdomains are made in this manner and are partially evaluated. As a result, the tree shown in Fig. 5 can be obtained. It is called a sieve-unfolding tree, and each of its nodes is called a chunk.

A chunk is a data-set that results from a partial evaluation of a sieve function, and it is represented as \( \text{chunk}(F, k) \) for \( \text{sieve}(F, k, x_k) \). The recursive procedure used to make a sieve-unfolding tree is as follows. Calling this procedure with \( F \) and 0 of the input arguments produces a sieve-unfolding tree in which \( \text{chunk}(F, 0) \) is the root.

\[
[C(F, k)]: \text{the procedure that makes the chunk}(F, k) \]

1. When \( k \) is greater than or equal to the number of keys, return to the caller the pointer to \( F \).
2. Find the subdomain for the \( k \)-th predicate of \( F \).
3. Find filter-set \( S \) that yields true predicates for each subdomain.
4. Call procedure \( C(S, k + 1) \) for subdomains in which \( S \) is not empty.
5. Create the data needed to execute sieves (called chunks) by using the results of Steps (2) and (4).

Chunks consist of domain descriptors (DDs)
and unfolding tables (UTs). The DDs are data used to convert key values into subdomain identifiers, and the UTs provide pointers to sieves for the next key. Because the key values are eight bits long, the values of subdomain identifiers range from 0 to 255. A simple data structure for implementing chunks when using a 32-bit-word memory is shown in Fig. 6.

5. Optimization

5.1 Executing Sieve-unfolding Trees

When chunks (Fig. 6) are implemented for all sieves, the sieves are executed when a key is given; one word from the DD corresponding to that key value is read and a word from the UT is read based on that key value; then the sieve of the next key is executed. By repeating these two-word memory references for each sieve (i.e., for each key), one finds whether feasible filters are obtained or not regardless of the number of filters. Note, however, that each chunk requires \(256 + 4\delta\) bytes (where \(\delta\) is the number of subdomains), and that the number of memory references is twice the number of keys. In cases where the number of keys is large (or when the number of generated chunks is large), these problems become serious from a practical standpoint. The next two sections describe local and global optimization methods that overcome these problems.

5.2 Local Optimization

The subdomain identifier can be directly found from the DD when the DD is a vector of subdomain identifiers such as \([0, 0, 1, 2, 2, 2, 3, 3]\), as in Fig. 4. It can also be found from the DD if it includes the bit string \([0, 0, 1, 1, 0, 0, 1, 0]\) representing the interval boundaries (i.e., ‘1’ if the subdomain identifier has been changed and ‘0’ if it has not been changed). In this bit string, for example, one obtains the subdomain identifier associated with each bit by counting the number of 1’s from bit 0 to each subsequent bit. This bit string representation makes it possible to compress the domain descriptor by using the following bitmap representation in a manner similar to Degermark’s method\(^{10}\) used to represent prefix trees.

Figure 7 shows the data structure of a chunk formed from a subdomain identifier obtained by one lookup in the 32-bit-word memory. This domain descriptor uses a pair consisting of a bitmap that can partition the above bit string into eight-bit increments and an offset denoting the subdomain identifier of the initial bit. In this case, one word in the DD is selected by the upper four bits of the key. When bit 3 of the key is a ‘1’, an upper half-word offset and a bitmap are selected; when bit 3 is a ‘0’, a lower half-word offset and a bitmap are selected. Bitmap bit locations are selected using the three least significant bits of the key. The offset is added to the number of 1’s from bit 0 to the selected bit in the bitmap, and the resultant value is the subdomain identifier. By using this data structure, we can achieve a DD memory of only 64 bits, just 1/4 the size of the memory needed for the DD shown in Fig. 6.

When the number of subdomains is small, the memory can be reduced even more. For example, Fig. 8 shows an index-type DD data structure that can be used when the number of subdomains is four or less. In this case, the value of the key providing the subdomain boundary is stored. When the DD is interpreted, the sub-
domain identifier is obtained by comparing the key value against all the boundary values to determine which boundaries the value is between.

5.3 Global Optimization

Redundant chunks in the sieve-unfolding tree are removed to reduce the amount of chunk memory and the number of memory references by analyzing the inter-chunk dependency in the tree.

(1) Sieve share

Figure 4 shows that there are cases where the filter-sets introduced with the next-stage sieve are equivalent even though the subdomains differ. Subdomains of this kind are detected in the partial evaluation of the sieve, and memory is reduced by sharing the next-stage sieve. Moreover, if there are multiple chunks(F, k) in the sieve-unfolding tree, they are all removed except for one chunk(F, k) that is shared by their parent chunks.

(2) Sieve skip

Wildcards are commonly used in the representation of filters. When they are, chunks that have only one subdomain might appear in the sieve-unfolding tree. The results of the interpretation of the sieve-unfolding tree do not change even if this type of chunk is skipped, so this optimization reduces the amount of memory and the number of memory references.

(3) Sieve concatenation

In cases where the number of keys is large, only one filter is left after processing the filter-set through a number of stages in the sieve-unfolding tree. In these cases, a determination is made at the following stage to see if the remaining key fulfills all the filter’s predicates. Especially in cases where the predicate of the remaining key indicates a specific value and not a range, the values needed to meet the requirements of the key (index) are incorporated into one word by using the DD shown in Fig. 9 to produce a chunk that can process multiple keys.

This means that multiple chunks are integrated into one chunk, thereby reducing the amount of memory and the number of memory references.

6. Evaluation

6.1 Comparison with Multi-bit Trie

The multi-bit trie has a simple data structure that enables high-speed packet classification. For example, given the simple filter-set shown below, an 8-bit trie is constructed as shown in Fig. 10.

\[ F_{ex2} = \{ f_1, f_2, f_3, f_4 \} : \text{Filter-set example 2} \]

\[
\begin{align*}
\text{f}_1 & : p_{1.0} [x_0 = 2] \quad p_{1.1} [x_1 = 1] \\
\text{f}_2 & : p_{2.0} [x_0 = 2] \quad p_{2.1} [x_1 = 2] \\
\text{f}_3 & : p_{3.0} [x_0 = 4] \quad p_{3.1} [x_1 = 3] \\
\text{f}_4 & : p_{4.0} [x_0 = 4] \quad p_{4.1} [x_1 = 4]
\end{align*}
\]

The problem with a multi-bit trie is that it requires a lot of memory in the presence of filters of the form (*, *, port-num); i.e., filters in which the first few fields are wildcards. For example, consider the following filter-set.

\[ F_{ex3} = \{ f_1, f_2, f_3, f_4, f_5 \} : \text{Filter-set example 3} \]

\[
\begin{align*}
\text{f}_1 & : p_{1.0} [x_0 = 2] \quad p_{1.1} [x_1 = 1] \quad p_{1.2} (*) \\
\text{f}_2 & : p_{2.0} [x_0 = 2] \quad p_{2.1} [x_1 = 2] \quad p_{2.2} (*) \\
\text{f}_3 & : p_{3.0} [x_0 = 4] \quad p_{3.1} [x_1 = 3] \quad p_{3.2} (*) \\
\text{f}_4 & : p_{4.0} [x_0 = 4] \quad p_{4.1} [x_1 = 4] \quad p_{4.2} (*) \\
\text{f}_5 & : p_{5.0} [*] \quad p_{5.1} [*] \quad p_{5.2} [x_2 = 3]
\end{align*}
\]

The 8-bit trie for \( F_{ex3} \) is shown in Fig. 11. On the other hand, a sieve-unfolding tree for \( F_{ex3} \) can be reduced to the small tree with small nodes shown in Fig. 12 by the local and global optimizations.

6.2 Experimental System

Five types of compilers were implemented. Each compiler was endowed with a different function (as shown below) and generated chunks, which were executable code. In addition, two systems were constructed: an execution system that interpreted the chunks generated by the compilers, and a verification system that checked to make sure the original filter be-
came a feasible filter when a packet consisting of key values satisfying the predicates of any filter of the original filter-set was generated and executed.

(1) Naive implementation: Without optimization.
(2) Optimization 1: Local optimization.
(3) Optimization 2: (2) + sieve share
(4) Optimization 3: (3) + sieve skip
(5) Optimization 4: (4) + sieve concatenation

6.3 Memory Requirements and References

After generating executable code by using the compilers, the amount of memory and the average number of memory references were determined for three different cases using a single sieve processor and 32-bit-wide memory.

(1) IP routing-table lookup
A filter-set consisting of four-byte keys was configured using a snapshot made on July 20, 1998 of the routing data publicly available on the Web as part of the Internet Performance Measurement and Analysis project. As shown in the first column of Table 1, this snapshot included large-scale routing tables, ranging from 3,073 (Paix) to 41,568 (Mae-East) routes. The longest prefix matching was applied to these tables.

(2) Source-destination filtering
First, entries were selected at random from the routing table of Mae-East in Table 1 and regarded as destinations. Multiple source addresses were selected at random from the same routing table and paired with a destination to form a filter. The number of source addresses paired with the same destination was determined randomly.

(3) Packet classification for layer-four switching
In addition to the arrangements given for Case (2), a 14-byte filter was also used; it consisted of a TCP/UDP source and destination port numbers (two bytes each), a protocol field (one byte), and a TCP flag field (one byte). The probability of a wildcard or a specific value being set in the other fields besides the source and destination fields was 50%. When specific values were used, they were also determined randomly.

The experimental results for each filter-set are presented in Tables 1–3. Table 1 shows that routing-table lookups after Optimizations 3 and 4 used 408 KB of memory with an average of 3.9 memory accesses (8 accesses in the worst
Table 1 Memory requirements and references in IP routing-table lookup.

<table>
<thead>
<tr>
<th>Filter-set</th>
<th>Naive</th>
<th>Optimization 1</th>
<th>Optimization 2</th>
<th>Optimization 3</th>
<th>Optimization 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Length</td>
<td>Size</td>
<td>Ref/P</td>
<td>Size</td>
<td>Ref/P</td>
</tr>
<tr>
<td>Mae-East</td>
<td>41,568</td>
<td>15,129</td>
<td>5.7</td>
<td>841</td>
<td>5.7</td>
</tr>
<tr>
<td>PacBell</td>
<td>22,837</td>
<td>8,430</td>
<td>5.7</td>
<td>503</td>
<td>5.7</td>
</tr>
<tr>
<td>Mae-West</td>
<td>6052</td>
<td>2,473</td>
<td>5.3</td>
<td>134</td>
<td>5.3</td>
</tr>
<tr>
<td>Paix</td>
<td>3073</td>
<td>1,232</td>
<td>5.4</td>
<td>92</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Length: number of filters
Size: memory size in KB for all chunks; Ref/P: number of memory references per packet

Table 2 Memory requirements and references in source-destination filtering.

<table>
<thead>
<tr>
<th>Filter-set</th>
<th>Naive</th>
<th>Optimization 1</th>
<th>Optimization 2</th>
<th>Optimization 3</th>
<th>Optimization 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width (B)</td>
<td>Length</td>
<td>Size</td>
<td>Ref/P</td>
<td>Size</td>
<td>Ref/P</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>94</td>
<td>10.9</td>
<td>7</td>
<td>10.9</td>
</tr>
<tr>
<td>8</td>
<td>1,000</td>
<td>655</td>
<td>12.3</td>
<td>52</td>
<td>12.3</td>
</tr>
<tr>
<td>8</td>
<td>10,000</td>
<td>6,572</td>
<td>12.4</td>
<td>516</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Width: number of key fields; Length: number of filters
Size: memory size in KB for all chunks; Ref/P: number of memory references per packet

Table 3 Memory requirements and references in packet classification for layer-four switching.

<table>
<thead>
<tr>
<th>Filter-set</th>
<th>Naive</th>
<th>Optimization 1</th>
<th>Optimization 2</th>
<th>Optimization 3</th>
<th>Optimization 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width (B)</td>
<td>Length</td>
<td>Size</td>
<td>Ref/P</td>
<td>Size</td>
<td>Ref/P</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>254</td>
<td>17.2</td>
<td>15</td>
<td>17.2</td>
</tr>
<tr>
<td>14</td>
<td>1,000</td>
<td>2,240</td>
<td>18.5</td>
<td>124</td>
<td>18.5</td>
</tr>
<tr>
<td>14</td>
<td>10,000</td>
<td>22,342</td>
<td>18.5</td>
<td>1,233</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Width: number of key fields; Length: number of filters
Size: memory size in KB for all chunks; Ref/P: number of memory references per packet

Table 4 Execution time for a packet classification using a 450-MHz Pentium II PC.

<table>
<thead>
<tr>
<th>Filter-set</th>
<th>Width (B)</th>
<th>Length</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mae-East</td>
<td>4</td>
<td>41,568</td>
<td>0.76</td>
</tr>
<tr>
<td>src-dest</td>
<td>8</td>
<td>10,000</td>
<td>1.46</td>
</tr>
<tr>
<td>layer-4</td>
<td>14</td>
<td>10,000</td>
<td>2.13</td>
</tr>
</tbody>
</table>

Width: number of key fields; Length: number of filters
Time: execution time per packet

6.4 Execution Time

Although the sieve processor is designed as a dedicated processor to be executed in a pipelined fashion, general-purpose processors like Intel Pentiums can be used to simulate the sieve processor (i.e., interpret the chunks of the sieve-unfolding tree). The execution time for one packet classification using the largest filter-set in each of Tables 1–3 is presented in Table 4. Local and global optimizations were applied to the chunks used in the experiment. In this experiment, a PC with a 450-MHz Intel Pentium II processor was used to simulate the sieve processor.

The instruction word for the sieve processor is shown in Fig. 13. When simulating the sieve processor, general-purpose processors requires a lot of time for instruction decoding because of
the large amount of bit manipulation. However, a real-time (i.e., line-speed) packet classifier can be implemented using a general-purpose processor when the transmission speed of the communication lines is less than 155 Mbps, since a packet can be classified within about 2 µs (i.e., at a rate of about 0.5 Mpps (Mega packets per second)), when the packet length exceeds (i.e., at a rate of about 0.5 Mpps (Mega packets per second)), when the packet length exceeds 40 bytes.

7. Related Work

A number of schemes have been proposed for high-speed searching for longest-matching prefixes\(^{10,14-17}\). In one approach, for example, associative memory is used for each prefix length, and retrievals are performed as a single concurrent associative access\(^{14}\). This approach is simple, but is difficult to apply when the number of filters or keys is large, since associative memories require much more hardware than random access memories. More recently, a number of powerful, high-speed methods have been proposed in which longest-prefix matching is implemented, not with special hardware, but by software\(^{10,16}\). Degermark, et al.\(^ {10}\) proposed a sophisticated method that creates a transform of a binary lookup tree into a data structure that can find a route using four table lookups. The representation also turns out to be extremely compact, yielding tables that often fit into the processor L2 cache.

A multi-bit trie, or M-ary trie\(^ {11}\), requires only \(n\) memory references in exact matching of \(n\)-byte keys if there are a sufficient number of tables having 256 entries. Extensions of the multi-bit trie have been proposed that can be applied to prefix matching and to multiple key fields\(^ {10,15}\). A multi-bit trie with multiple key fields requires a lot of memory, though, when filters of the form \((*, *, port-num)\) are used; i.e., filters in which the first few fields are wildcards. The amount of required memory increases quickly when such wildcards are used since the wildcards mean all entries of the table must have pointers to their child-tables. The packet classifier proposed in this paper can be considered an extended multi-bit trie. It substantially reduces both the amount of memory and the number of memory references used for execution by performing a partial evaluation using key-field and domain partition in advance, and by using local and global optimizations.

The routing-table lookup and filtering problems can be considered a generalized packet-classification problem and handled using a computational geometry approach in the same way as a point-location problem in multidimensional space\(^ {18,19}\). A two-dimensional point-location problem is one in which the area where \(p\) is located within a predetermined area is found when the coordinates of point \(p\) on a map are given\(^ {7}\). The coordinates of \(p\) are associated with the packet key field, while the map domain is associated with the range defined by the filters. In the case of two dimensions, where \(m\) is the number of filters, an algorithm is available for deriving the area in which \(p\) belongs; this algorithm uses \(O(m)\) memory in \(O(\log(m))\) time\(^ {7}\). The number of combinations increases rapidly, though, when the number of dimensions is increased. In the case of \(n\) dimensions, an algorithm is available for finding a solution using \(O(m^n)\) memory in \(O(\log(m))\) time\(^ {7}\). However, simply applying this approach as is to the packet-classification problem, say a case in which there are 10,000 filters and 4 key fields, would require \(10^{12}\) B (= 1 TB) of memory, so it is not practical.

Lakshman and Stiliadis\(^ {18}\) proposed a divide-and-conquer approach in which calculations are executed for each dimension in parallel, and results are then combined. This approach uses only one bit to represent a filter in each dimension and executes multiple filters at the same time by using bit-level parallelism. However, \([m/w]\) memory references are needed to process each dimension, where \(w\) is the memory word width and \(m\) is the number of filters.

The scheme we propose uses a computational geometry approach to treat the packet-classification problem as a point location in a multidimensional space problem. The main difference between it and previous schemes is that the amount of required memory and the computational complexity at execution are substantially reduced by performing a partial evaluation using key-field and domain partition in advance and by using four types of optimizations. As a result, a one-dimensional solution to the point-location problem can be naturally
expanded into a multidimensional problem, and a single, simple computational mechanism can be achieved regardless of the key length.

While the Lakshman scheme\(^\text{18)}\) does the lookups in parallel and then does an AND operation, our scheme does them in pipelined fashion. In other words, our scheme uses the results of partial evaluations of the initial dimensions to reduce the computation for the next dimension, while the Lakshman scheme treats each dimension independently. Thus, our scheme should require less computation and memory.

Experimental results have shown that only 71 KB of memory is required for 1,000 filters and only 708 KB of memory is needed for 10,000 filters when a 14-byte key consisting of six fields (including two 4-byte IP addresses, two 2-byte port numbers, a 1-byte protocol field, and a 1-byte TCP flag field)\(^\text{13)}\) is used. These values are small compared to the requirements of the schemes described in Ref.\(^\text{18)}\) (a 640 KB memory capacity system capable of supporting up to 5 fields and 512 filters) and Ref.\(^\text{19)}\) (where 3,951 KB of memory is required to support 4 fields and 10,000 filters). Furthermore, the pipelining in a systolic array enables packets to be continuously classified during a single memory reference.

The scheme called “Recursive Flow Classification\(^\text{20)}\)”, or RFC, has been recently presented just after the earlier version of this paper was presented at a workshop\(^\text{21)}\). The RFC generalizes the Lakshman scheme and uses both of parallel and pipelined fashions. The significant differences between SIERRA and RFC, are: (1) RFC uses all filters for taking the projections of each dimension, while SIERRA uses them only for the first dimension and uses the reduced filter sets that can be obtained by repeating the removal of infeasible filters for the successive dimensions. As a result, the memory requirement of SIERRA can be less than that of RFC, because the more filters are used, the more memory is required. (2) RFC’s optimization is based on the merge of the filters, resulting in losing the distinction between each filter. SIERRA preserves the distinction because its optimization is based on the compression and sharing of the data.

Although we should make more analyses of memory requirements and precomputation time, we can state the followings from the results of some experiments we have made using actual routing tables of four major NAPs, i.e., MAE-east, MAE-west, PacBell and Paix. SIERRA can be useful to some applications in which tables do not change frequently and in which the delay of updating the tables is tolerative, though it requires a lot of precomputation time because of its optimization.

8. Conclusion

We have proposed a high-speed packet classification scheme that can be applied even when the headers are long and many filters are used to analyze the header. It uses a one-dimensional array of sieves to analyze each field and to eliminate filters that have no possibility of matching. By processing packets repeatedly through the array, filters with fields that match all keys are detected. The amount of memory and computational complexity at execution are substantially reduced by partially evaluating the sieve function in advance and by using four types of optimization. As a result, a single, simple computational mechanism can be achieved regardless of the key length. Assuming an analysis-field length of \(n\) bytes, this mechanism can analyze packets by using \(2 \times n\) memory references in the worst case and by a simple operation regardless of the number of filters.

Using less than one megabyte of memory and relatively few memory accesses, this method can perform longest-prefix-entry lookups from routing tables with more than 40,000 entries, and filtering with 14-byte key fields (consisting of source and destination IP addresses, two port numbers, a protocol field, and a TCP-flag field) based on 10,000 filters. Moreover, packets can be continuously classified during a single memory reference by operating the sieve processor as a systolic array.

Execution using the results of sieve-function partial-evaluation is straightforward, so hardware implementation of the processor should be relatively simple. Based on these promising results, we intend to implement the sieve processor on an LSI chip and develop a packet-classification engine that can be incorporated into high-speed switches, routers, workstations, and PCs.
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