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This paper studies the situation where multiple IP flows are aggregated over a single wireless
channel and an error recovery by retransmissions is performed by Selective-Repeat (SR) ARQ.
We propose MQ-PFRS (Multi-QoS Per-Flow Resequencing) ARQ that provides a differenti-
ated service for an IP flow depending on its QoS class, such as real-time or non-real-time.
MQ-PFRS ARQ eliminates interferences among IP flows by resequencing received packets
independently for each IP flow. It also controls the maximum packet delay by limiting the
persistency of retransmissions and the maximum resequencing time for each packet. This
paper also presents an analysis of the probability distribution of real-time packet delays. Sim-
ulation results show that the delay variation of real-time traffic is effectively controlled by
proposed MQ-PFRS ARQ and the packet delay distribution is quite consistent with the re-
sults of the analysis. This means that MQ-PFRS is effective for handling multiple QoS classes
of IP flows and the quality of real-time traffic transferred by the scheme can be predicted by
the analysis.

1. Introduction

Wireless communications supporting mobile
terminals require high performance error recov-
ery, where retransmissions by ARQ (Automatic
Repeat reQuest) are generally required in addi-
tion to FEC (Forward Error Correction). In
the case of wired networks, lost segments are
generally recovered using end-to-end retrans-
missions by TCP, assuming that loss of seg-
ments is caused by congestion of a network.
Since TCP reduces its congestion window when
it retransmits a lost segment, the performance
of TCP is reduced unnecessarily when segments
are lost due to transmission errors. In order to
solve this problem, local retransmissions which
hide transmission errors over a wireless channel
and provide improved transmission quality to
upper layer protocols are employed. These lo-
cal retransmissions are performed by the ARQ
function at the data link layer, where a con-
nection is generally established to perform the
layer functions including ARQ. In the follow-
ing description, we introduce the term “an ARQ
connection” to refer to a data link layer connec-
tion. We also call a protocol data unit at the
data link layer “a frame” and a protocol data
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unit at the network layer “a packet” or “an IP
packet”.

In this paper, we study the situation where
a number of IP flows are transferred over an
ARQ connection on a channel. Each of these IP
flows belongs to one of the QoS classes, which
are defined by requirements with respect to the
average packet delay, the variation of the de-
lay, the packet loss rate, and so on. It is well
understood that retransmissions by ARQ in-
cur large delays and their variations; ARQ is
conventionally employed only for non-real-time
traffic, where a negligibly small packet loss rate
is required while packet delays are not bounded.
However, when the quality of transmission is
seriously degraded due to a poor channel con-
dition, limited retransmissions can be effective
to improve the packet loss rate of other QoS
classes, where packet delays are required to be
bounded.

To date, service differentiation has not been
considered among IP flows passing through a
single ARQ connection; homogeneous non-real-
time traffic has been assumed. In this paper, we
propose MQ-PFRS (Multi-QoS Per-Flow Rese-
quencing) ARQ which is able to recover packet
losses effectively and to provide multiple QoS
classes over a single ARQ connection flexibly.

In general, multiplexing a number of IP flows
over a single ARQ connection causes unde-
sirable interferences among IP flows and QoS
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classes due to, for example, queueing and re-
sequencing delays. To solve this problem, one
approach is to employ an ARQ connection for
each IP flow. However, this approach is not
realistic and incurs large processing overheads,
since it needs the detection of a start and an
end of each flow, and an establishment and a
release of an ARQ connection associated with
each flow have to be performed. There is also
an overhead of independent acknowledgments
on each ARQ connection.

To achieve a simple control and suppress
overheads, it is desirable that a fixed ARQ con-
nection is applied to aggregated IP flows. An-
other approach is to employ an ARQ connection
for each QoS class, where IP flows of the same
class are multiplexed on an associated ARQ
connection. This approach still has a problem
of aggregating multiple ARQ connections over a
physical bandwidth. MQ-PFRS ARQ is able to
achieve multiple QoS classes over a single ARQ
connection flexibly by eliminating interferences
among IP flows over the connection as much as
possible.

The rest of this paper is organized as fol-
lows: Section 2 explains the basic architecture
of MQ-PFRS ARQ and Section 3 presents the
per-flow resequencing with limited packet sus-
pension time. Section 4 shows an analysis of the
delay distribution of real-time traffic carried by
the proposed scheme. Section 5 describes the
simulation model as well as its conditions and
presents simulation results. Section 6 describes
related work. Finally our conclusions are pre-
sented in Section 7.

2. The Architecture of MQ-PFRS
ARQ

MQ-PFRS ARQ is based on Selective-
Repeat (SR) ARQ with PFRS (Per-Flow Re-
Sequencing) 1), which enables independent rese-
quencing for each IP flow at the receiving side of
SR ARQ. Although SR ARQ is able to achieve
high throughput at a relatively high packet loss
rate, it requires reordering of packets at the re-
ceiving side. When a number of IP flows are
multiplexed over a single ARQ connection, the
following delays, beside packet retransmission
delays, increase due to the interferences among
IP flows.
• Queueing delay at a transmission queue
• Queueing delay at a retransmission queue
• Resequencing delay at the receiving side

The resequencing, which is the last item, causes

Fig. 1 Construction of queues in conventional ARQ
and in MQ-PFRS ARQ.

a large delay when multiple IP flows are aggre-
gated over a channel.

In the subsequent explanation, we assume
two kinds of QoS classes: non-real-time and
real-time. But it is possible to define other
multiple QoS classes. As explained before, the
non-real-time class requires a negligibly small
packet loss rate and packet delays that are not
bounded. The real-time class requires bounded
packet delays but allows the packet loss rate,
which is below a specific value.

Figure 1 shows an equivalent configuration
of queues in conventional SR ARQ and in the
proposed MQ-PFRS ARQ. In MQ-PFRS ARQ,
the following mechanisms are introduced into
conventional SR ARQ to eliminate the interfer-
ences among IP flows and QoS classes.
( 1 ) The sending side of MQ-PFRS ARQ

provides two transmission queues corre-
sponding to the QoS classes. New pack-
ets in the real-time queue are sent with a
high priority.

( 2 ) A retransmission queue is also provided
for each QoS class. Retransmissions of
real-time packets are performed with the
highest priority.

( 3 ) Resequencing needed at the receiving
side of SR ARQ is performed for each IP
flow independently.

( 4 ) Persistency of retransmissions is limited
by the maximum number of retransmis-
sions. The maximum number of retrans-
missions is differentiated between QoS
classes.
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Fig. 2 An example sequence of the conventional SR
ARQ.

( 5 ) Resequencing delay (holding time of a
packet by resequencing) is limited by a
timer. If a lost packet is not received dur-
ing the timer period, packets retained by
the resequencing are transferred to the
upper layer when a timeout occurs. The
timer value is associated with the max-
imum number of retransmissions and is
differentiated between the QoS classes.

Although the functions of ( 1 ) and ( 2 ) are
straightforward, ( 3 ) was introduced in the
PFRS scheme 1). The functions of ( 4 ) and ( 5 )
are new to the service differentiation.

We will explain the necessity for mechanisms
( 3 ), ( 4 ), and ( 5 ). Conventional SR ARQ,
which preserves packet order for the whole
packet flows over SR ARQ, has problems of
unnecessary suspension of packets and associ-
ated delays. Figure 2 illustrates this prob-
lem; two flows, a and b, are multiplexed over
an SR ARQ connection. Packet b0 is lost due
to transmission errors and retransmitted. In
the case of conventional SR ARQ, packets a1
and a2 of flow a are unnecessarily retrained un-
til the lost packet b0 is retransmitted and re-
ceived correctly. This situation is a kind of head
of line (HOL) blocking for flow a. In the case
of MQ-PFRS ARQ, as illustrated in Fig. 3, the
resequencing is performed for each flow inde-
pendently, while acknowledgments and retrans-
missions of packets are done by SR ARQ as
the conventional way, and packets a1 and a2
are delivered to the upper layer without being
retained. Thus, MQ-PFRS ARQ resolves the
invalid suspension of packets due to the HOL
blocking. In Fig. 3, an additional number is as-

Fig. 3 An example sequence of PFRS ARQ.

Fig. 4 An example sequence of MQ-PFRS ARQ.

signed to each SR ARQ sequence number. We
call this number a pointer and will explain it in
the next section.

The conventional SR ARQ has a problem if
persistency of retransmissions is limited to sup-
press retransmission delays. SR ARQ enters
a deadlock condition waiting for a lost packet
which will not be retransmitted any further.
Then, if the persistency of retransmissions is
limited, waiting time by resequencing also has
to be bounded by a timer. Figure 4 shows an
example sequence of a resequencing timeout in
proposed MQ-PFRS ARQ. In this figure, we as-
sume that the maximum number of retransmis-
sions is limited to 1. As retransmitted packet
b0 is lost again, this packet will never be recov-
ered. Packets b1 and b2 waiting for packet b0
are transferred to the upper layer when a rese-
quencing timeout for packet b0 occurs. The re-
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sequencing timer value Tm has to be determined
according to the following equation: where Nr

is the maximum number of retransmissions of
the received packet, R is the number of re-
transmissions of the received packet, and Tr is
a round-trip delay from the start of successful
packet transmission to the reception of its ac-
knowledgment. We also define by �t a margin
for the variation of the round-trip delay.

Tm = Tr · (Nr − R) + �t. (1)

The value of Nr is different depending on the
QoS classes. The reason for this dynamic ad-
justment of the resequencing timer value is that
if a packet is correctly received after retrans-
missions of R times, its maximum resequencing
delay is reduced by Tr · R.

3. Per-flow Resequencing with Lim-
ited Packet Suspension Time

In order to realize MQ-PFRS ARQ, identifi-
cation of upper layer flows is required. This is
done by referring to the IP and TCP or UDP
headers of a packet. The receiving side also
needs information concerning the order of pack-
ets carried by frames. It is desirable that a
header of each frame includes both the flow
identification and the order information of a
packet carried by the frame.

We employ a pointer, proposed by the pa-
per 4), in a frame header to identify an IP flow
and the order of a packet carried by the frame.
The pointer can be used even where loss of
frames occurs as a result of limited resequenc-
ing time. Each frame carrying a packet includes
both the conventional SR ARQ sequence num-
ber and the pointer, which is the number intro-
duced in Fig. 3. The pointer is the difference be-
tween the MQ-PFRS ARQ sequence number of
the current frame (SNcur ) and the MQ-PFRS
ARQ sequence number of the previous frame
(SNprev ) that carries a packet of the same flow
to which the current packet belongs.

Pointer =(SNcur−SNprev ) mod 2N, (2)

where N is the number of bits of the pointer.
If there is no need of resequencing, we use 0 as
the value of the pointer. The pointer is added
to the conventional SR ARQ header; its format
is depicted in Fig. 5. In this figure, C identi-
fies a class of traffic, for example real-time or
non-real-time, while R identifies the number of
retransmissions of the current frame. The ac-
tual value of the sequencing timer is determined

Fig. 5 MQ-PFRS ARQ specific frame header
information.

Fig. 6 Identification of frames belonging to the same
flow by the pointer.

based on this number as explained in Eq. (1).
Figure 6 illustrates the identification of

frames carrying packets of the same flow for
the sequence illustrated in Fig. 3. We denote
a frame as Ix,y, where x is the sequence num-
ber of SR ARQ, while y is the pointer value.
The pointer, which is introduced in addition
to the conventional sequence number, identi-
fies an IP flow and the order of packets belong-
ing to the same flow as presented. Figure 7
shows an example of resequencing by using the
pointer for the sequence illustrated in Fig. 4. In
this example we assume a table that stores out-
of-sequence frames and associated next-frame-
pointers. Although the pointer in a frame is
in reverse direction (decreasing order of the se-
quence number), a pointer of in-sequence di-
rection (increasing order of the sequence num-
ber), which is called the next-frame-pointer in
Fig. 7, is needed. The next-frame-pointer is ac-
quired by storing the sequence number of an
out-of-sequence frame in the row identified by
the pointer of the out-of-sequence frame. When
an in-sequence packet of an IP flow is received,
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Fig. 7 An example of resequencing procedures
including a timeout.

or a resequencing timeout occurs, the release
of retained packets is performed effectively by
using the next-frame-pointer as illustrated in
Fig. 7.

When frame I4,0 is received, since its pointer
value is 0, a packet carried by this frame is
forwarded to the upper layer without being re-
tained. As its sequence number is also the value
which is expected, the status of this sequence
number is marked as delivered and the sequence
number of the next one expected to be received
is updated by 1. After frame I5,0 is lost, frame
I6,2 is received. Since the pointer value of this
frame is 2 and its ARQ sequence number is 6,
the receiver checks whether a packet of frame I4
(4=6−2) has been delivered to the upper layer.
The packet of frame I4 has already been deliv-
ered, and the packet of frame I6 is also deliv-
ered to the upper layer without being retained.
Next, when frame I7,2 is received, the receiver
checks, whether frame I5 (5=7−2) has been de-
livered. As frame I5 has not been received yet,
frame I7,2 is retained due to the resequenc-
ing and a resequencing timer is assigned to the
lost frame I5 and is invoked. Since it becomes
clear that a packet of frame I7 follows a packet
of frame I5, the receiver writes value 7 in the
row of sequence number 5 as the next-frame-
pointer. When frame I8,2 is received, since a
packet of frame I6 (6=8−2) has been delivered,

a packet carried by frame I8,2 is also delivered.
When frame I9,2 is received, since frame I7 has
been retained, this frame is also retained for the
resequencing. Since the receiver can find that
frame I9 is the subsequent frame of I7, it writes
value 9 in the row of sequence number 9 as
the next-frame-pointer. When the resequenc-
ing timer expires, the receiver delivers the pack-
ets of frames I7 and I9 according to the next-
frame-pointers. Then the sequence number of
the next in-sequence frame is updated from 5 to
10, since frames of sequence number 6 to 9 have
all been delivered. If lost I5,0 is received be-
fore the timer expiration, though this instance
is not depicted in the figure, the receiver deliv-
ers packets of frames I5, I7, and I9 according
to the next-frame-pointers, and stops the rese-
quencing timer. As explained above the per-
flow resequencing by the pointer scheme can be
applied where the resequencing delay is limited.

As pointed out in the paper 4), the pointer
scheme has the following advantages.
• There is no limitation on the number of

IP flows multiplexed over MQ-PFRS ARQ,
provided that the number of bits for the
pointer is equal to that of MQ-PFRS ARQ
sequence number.

• There is no need of synchronization be-
tween a sender and a receiver.

• The receiver just performs the resequencing
based on the pointer value. This scheme is
also effective for handling a large number
of short life time flows.

Although MQ-PFRS ARQ has to refer to the
upper layer header to identify flows, it never
modifies the header; it preserves end-to-end se-
mantics of upper layer protocols.

4. Delay Analysis of the Real-time
Packets

In the case of real-time traffic, we assume
an admission control so as to not overflow the
bandwidth of a channel. Therefore, queueing
delays at the transmission queue and the re-
transmission queue are relatively small for this
traffic. Delays due to retransmission and rese-
quencing are considered to be dominant. The
numerical analysis of the delay and buffer oc-
cupancy due to the resequencing has been car-
ried out where a channel is fully loaded and
the number of retransmissions is not limited 2).
There is also an analysis of the resequencing de-
lay distribution, where the maximum number of
retransmissions is limited and a channel is par-
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Fig. 8 An SR ARQ model employed in the analysis.

Fig. 9 A packet generation model of multiple real-
time flows.

tially loaded 3). If the effect of non-real time
traffic can be ignored and the length of real-
time packets is fixed, the delay distribution of
the real-time packets can be calculated by using
the results 3) as follows:

Figure 8 shows an SR ARQ model employed
in the analysis. It is assumed that time is seg-
mented into fixed size slots, in each of which a
real-time packet is sent. We define M as the
number of slots in a cycle of which duration is
equal to the sum of a round-trip delay in the
unit of slots and one slot for sending a packet.
It is also assumed that a packet error occurs at
random with the rate ε.

Figure 9 shows a packet generation model
of multiple real-time flows. We assume that a
packet of whole real-time flows is generated at
random with probability α in each slot, if it
is ready for a new packet (no retransmission),
and a packet belonging to real-time flow j also
occurs at random with probability βj among
packets of all real-time flows. We assume that
the rate of each real-time flow is the same, then
βj is the same for all j (1 ≤ j ≤ NRT ) with
the value 1/NRT , where NRT is the number of
real-time flows. The packet loss rate PL for
real-time flows is given by,

PL = εNr+1. (3)
We define Pdelay(u, i|β) as the probability that
the sum of the retransmission delay and rese-
quencing delay is uM + i slots, where u is the
number of retransmissions (0 ≤ u < Nr) and
0 ≤ i < M . From the results of the paper 3),

Pdelay(u, i|β) can be obtained as follows.
Where resequencing occurs (i �= 0)

Pdelay(u, i|β) = βqt(u)pr(u + 1)

·U(u|β)M−1

U(u + 1|β)

·
(

U(u + 1|β)
U(u|β)

)i

, (4)

where qt(u), pr(u + 1) and U(n|β) are given by
as follows:

qt(u) =
1 − εu+1

1 − εNr+1
, (5)

pr(u + 1) =
α(1 − ε)εu+1

1 − ε + αε − αεNr+1
, (6)

U(n|β) = 1 − αβ(εn+1 − εNr+1)
1 − ε + αε − αεNr+1

. (7)

Where there is no resequencing (i = 0)

Pdelay(u, 0|β) = pt(u)U(u|β)M−1. (8)

Let RCH , RRT , and LRT be the rate of a wire-
less channel, the bit rate of UDP traffic, and
the byte length of a UDP packet, respectively.
We also define LFOH as the overhead of a frame
in bytes. If the rates of all real-time flows are
the same with the value RRT , the parameters
α and β can be calculated as follows:

α =
NRT · RRT · (LFOH + LRT )

RCH · LRT
, (9)

β = 1/NRT . (10)

Let BERR be the bit error rate of the wireless
channel. The packet error rate ε is given by

ε ≈ BERR · 8 · (LFOH + LRT ). (11)

A slot duration Ts is calculated as,

Ts =
LFOH + LRT

RCH
. (12)

We define the round trip delay of the wireless
channel as Tr. The parameter M can be calcu-
lated as follows:

M =
⌈

Tr

Ts

⌉
+ 1. (13)

Using the parameters α, β, ε, and M , we can
obtain the delay distribution by Eqs. (4) and
(8). We will compare the numerical values de-
rived from these equations with simulation re-
sults in the next section.
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5. Simulation Model, Its Results, and
Comparison with the Analysis

In order to evaluate the advantages of MQ-
PFRS ARQ, simulations were performed. We
employed the VINT network simulator ns-2 5)

and added MQ-PFRS ARQ specific functions to
SSCOP (Service Specific Connection Oriented
Protocol) 6), which is used as a base SR ARQ
protocol. We assume a network configuration
depicted in Fig. 10, where MQ-PFRS ARQ is
performed at the data link layer on a satel-
lite channel, over which a number of real-time
and non-real-time flows are aggregated. We
also suppose that UDP is employed for real-
time packets while TCP is employed for non-
real-time packets. Table 1 summarizes sim-
ulation conditions. We assume that the over-
head due to the MQ-PFRS ARQ header LFOH

is 10 bytes, where the new overhead of 4 bytes
is added to the original SR ARQ header. These
4 bytes include 3 bytes for the pointer and 1 byte
for both QoS class and the number of retrans-
missions. Segmentation of IP packets at the
data link layer is not considered; the MQ-PFRS
ARQ header is added to an IP packet, of which
size is normally up to 1,500 bytes. In this case,
the overhead by the MQ-PFRS ARQ header is
not outstanding. If the size of IP packets is
small (for example VoIP), the overhead due to
the MQ-PFRS ARQ header might be signifi-
cant. However, the size of the IP header (at
least 20 bytes) is also a problem here. One ap-
proach to mitigate this is to apply the IP header
compression 13); details of the compression with
MQ-PFRS ARQ are left for further study. Sup-
pression of the pointer size for the PFRS scheme
is studied in the paper 4). This can also be ap-
plied to mitigate the problem.

The margin for the variation of the round-trip
delay ∆t in the case of real-time traffic is set to
0.1 sec, while the margin ∆t for non-real-time
traffic is set to 1.5 sec. We selected the large
margin for non-real-time traffic to suppress spu-
rious timeouts of the resequencing timers possi-
bly caused by the large delay variation of non-
real-time traffic. Based on the simulation con-
ditions presented in Table 1, the parameters
of the analysis can be calculated as shown in
Table 2.

5.1 Comparison of Analysis and Simu-
lation Results in the Case of MQ-
PFRS ARQ

Figures 11 and 12 show complementary

Fig. 10 A network configuration of the simulations.

Table 1 Simulation conditions.

Rate of a sat. channel (RCH) 2M bit/s

Round-trip delay (Tr) 0.25 sec

Bit error rate (BERR) 10−6, 10−5

Characteristic of bit errors Random

SR ARQ protocol SSCOP with
MQ-PFRS

Overhead of a frame (LFOH) 10 bytes

UDP packet length (LRT ) 500 bytes

Bit rate of UDP traffic (RRT ) 300 kbit/s

Max. No. of retrans. for UDP 1

∆t for real-time traffic (UDP) 0.1 sec

No. of UDP connections (NRT ) 3
TCP type NewReno

TCP segment length 1,500 bytes

TCP window size 32 kbytes

Max. No. of retrans. for TCP 3

∆t for non-real-time traffic (TCP) 1.5 sec

Number of TCP connections 3

Table 2 Values of the parameters in the analysis.

M 247 Nr 1

ε 0.00408 (BERR=10−6) α 0.459

0.0408 (BERR=10−5) β 0.333333

cumulative distribution functions (CCDFs) of
packet delays by proposed MQ-PFRS ARQ,
where the bit error rate BERR is 10−6 and 10−5,
respectively. The CCDF shows the probability
that packet delays are larger than the value of
the x-axis. Results of the analysis are also plot-
ted in these figures. It is clear that the CCDFs
by the analysis agree with the characteristics
of the simulation results of real-time packets
(UDP).

Table 3 shows the comparison of the anal-
ysis and simulation results of real-time (UDP)
packets in the MQ-PFRS scheme. The compar-
ison includes the packet loss rate, the average
delay, and the 99th percentile, which indicates
that delays of 99% of packets are less than or
equal to this value. The average delay of the
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Fig. 11 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by MQ-
PFRS ARQ, where the bit error rate BERR

is 10−6.

Fig. 12 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by MQ-
PFRS ARQ, where the bit error rate BERR

is 10−5.

Table 3 Analysis and simulation results of real-time
(UDP) packets by MQ-PFRS ARQ.

Bit error rate MQ-PFRS ARQ

BERR= 10−6 Analysis Simulation

Packet loss rate 1.65 × 10−5 1.33 × 10−5

Average delay (sec) 0.29 0.35

99th percentile (sec) 0.72 0.77

Bit error rate MQ-PFRS ARQ

BERR = 10−5 Analysis Simulation

Packet loss rate 1.65 × 10−3 1.78 × 10−3

Average delay (sec) 0.50 0.58

99th percentile (sec) 0.75 0.80

analysis tends to be relatively smaller than the
results of simulations. The reason is that the
analysis does not consider the variation of the
queueing and round-trip (acknowledgment) de-

Fig. 13 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by conven-
tional SR ARQ with priority queues, where
the bit error rate BERR is 10−6.

Fig. 14 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by conven-
tional SR ARQ with priority queues, where
the bit error rate BERR is 10−5.

lays. However, the packet loss rate and the
99th percentile is shown by the analysis to take
values close to the simulation results; in par-
ticular the difference of the 99th percentile is
less than 7% in both bit error rate conditions.
This means that the delay distribution of real-
time packets in proposed MQ-PFRS ARQ can
be predicted by simple analysis, and the quality
of service can be prescribed.

5.2 Comparison of MQ-PFRS ARQ
with Other ARQ Schemes

Figures 13 and 14 show the CCDFs of
packets by conventional SR ARQ with prior-
ity queues for the same conditions as Figs. 11
and 12. Neither the per-flow resequencing nor
the control of retransmission persistency is per-
formed. Although the delays of real-time pack-
ets are much improved when the bit error rate
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Fig. 15 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by PFRS
ARQ, where the bit error rate BERR is 10−6.

Fig. 16 Complementary Cumulative Distribution
Function (CCDF) of real-time (UDP) and
non-real-time (TCP) packet delays by PFRS
ARQ, where the bit error rate BERR is 10−5.

is 10−6 due to the effect of priority queueing,
the range of real-time (UDP) packet delays be-
comes large when the bit error rate is 10−5.

Figures 15 and 16 show the CCDFs of pack-
ets by PFRS ARQ for the same conditions as
Figs. 11 and 12. In these figures, the per-flow
resequencing is performed; neither the service
differentiation by priority queueing nor the con-
trol of retransmission persistency is performed.
Although the range of the delay distribution
is relatively limited when the bit error rate is
10−6, its range is extended when the bit error
rate becomes large (10−5).

Table 4 shows the summary of simulation
results for real-time (UDP) packets by four SR
ARQ schemes consisting of MQ-PFRS ARQ,
conventional SR ARQ, conventional SR ARQ
with priority queues, and PFRS ARQ. The
summary presents the packet loss rate, the av-
erage delay, and the 99th percentile. We can

Table 4 Simulation results of real-time (UDP)
packets.

ARQ Scheme MQ-PFRS Conven.

Bit error rate 10−6 10−5 10−6 10−5

Packet loss rate 1.33 1.78 0.00 0.00

×10−5 ×10−3

Av. delay (sec) 0.35 0.58 0.59 0.99

99th 0.77 0.80 1.05 1.90

percentile (sec)

ARQ Scheme Conven. with PFRS
priority queues

Bit error rate 10−6 10−5 10−6 10−5

Packet loss rate 0.00 0.00 0.00 0.00

Av. delay (sec) 0.45 0.92 0.48 0.77

99th 0.78 1.84 0.93 1.69
percentile (sec)

Table 5 Simulation results of non-real-time (TCP)
packets.

ARQ Scheme MQ-PFRS Conven.

Bit error rate 10−6 10−5 10−6 10−5

Av. delay (sec) 0.52 1.02 0.61 1.07

99th 0.98 1.91 1.05 2.00

percentile (sec)

ARQ Scheme Conven. with PFRS
priority queues

Bit error rate 10−6 10−5 10−6 10−5

Av. delay (sec) 0.68 1.14 0.50 0.86

99th 1.24 2.10 0.95 1.85

percentile (sec)

observe that the average delay and the 99th
percentile of real-time (UDP) packets are much
improved by MQ-PFRS ARQ as compared with
other SR ARQ schemes, but the residual packet
loss rate exists instead. The significant feature
of MQ-PFRS ARQ is that the delay variation
of the real-time packets is effectively controlled
against the change of the bit error rate at the
cost of the residual packet loss rate. It is clear
that either the priority queueing alone or the
per-flow resequencing alone is not enough to
control the delay variation of real-time packets
(UDP).

Table 5 shows the same summary for non-
real-time (TCP) packets. Although some ad-
vantage of PFRS ARQ is observed, there is no
significant difference between the four SR ARQ
schemes.

Form the results of these simulation results,
it can be said that proposed MQ-PFRS ARQ
can achieve service differentiation between real-
time traffic and non-real-time traffic by a single



2402 IPSJ Journal July 2007

ARQ connection.

6. Related Work

The problem of HOL blocking by the trans-
port protocol is identified where a large num-
ber of signaling messages by SIP (Session Initi-
ation Protocol) are transferred over a TCP con-
nection. SCTP (Stream Control Transmission
Protocol), which is a new Transport protocol
standardized by IETF, accommodates multi-
ple streams over a single SCTP connection and
avoids HOL blocking by reassembling data from
each stream independently 7). It is reported
that SCTP makes it possible to reduce the vol-
ume of receive buffers by avoiding HOL block-
ing 8). The basic idea behind the scheme pro-
posed in this paper is the same as the solution
adopted by SCTP. However, since SCTP aims
at providing no packet loss service, it does not
limit the maximum number of retransmissions
and associated resequencing delays. There are
no differentiated services for streams over an
SCTP connection.

There are ARQ protocols that control per-
sistency of retransmissions 11). For example,
Radio Link Control (RLC) is a link layer pro-
tocol defined by 3GPP that limits the max-
imum number of retransmissions 9),10). Re-
transmissions by RLC is performed based on
SR ARQ, but it performs the resequencing for
whole SDUs (Service Data Units) from the up-
per layer. Independent persistency of retrans-
missions for each QoS class is a new approach
proposed by this paper.

There is a study on priority scheduling in-
troduced in Layer 2 SR ARQ protocol 12),
where real-time (UDP) packets and non-real-
time (TCP) packets are identified and stored
in separate buffers, and UDP packets are al-
ways sent with a high priority. Resequencing
of real-time (UDP) packets is also performed
separately from non-real-time (TCP) packets,
however any realization architecture is not pre-
sented. Although this scheme can eliminate
interferences between real-time and non-real-
time packets, interferences among packets of
the same QoS class still remain. The scheme
also limits the maximum number of retransmis-
sions, but this number is the same for both real-
time and non-real-time packets; it is difficult to
specify the optimum value for this number.

As explained before, the proposed scheme
can optimize the maximum number of retrans-
missions and associated maximum resequenc-

ing delay depending on the QoS class of each
packet. It can also eliminate interferences
among IP flows of the same QoS class. These
advantages of the proposed scheme have not
been presented in previously published work.

7. Concluding Remarks

This paper studied the case where multiple
IP flows were aggregated over a single channel
and an error recovery by retransmissions was
performed by Selective-Repeat ARQ. We have
proposed MQ-PFRS ARQ which provides a dif-
ferentiated service for each IP flow depending
on its QoS class. We have explained problems
derived from the resequencing function of SR
ARQ. MQ-PFRS ARQ can eliminate interfer-
ences among IP flows by resequencing received
packets independently for each IP flow. It also
controls the maximum packet delay by limit-
ing the persistency of retransmissions and the
maximum resequencing time for each packet.
In order to identify an IP flow and the order
of packets, we extended the pointer scheme so
that it can cope with a limited suspension time
of retained packets. The analysis of the prob-
ability distribution of real-time packet delays
was also presented. Simulation results show
that the delay variation of real-time traffic is ef-
fectively controlled by the proposed MQ-PFRS
ARQ and the average packet delay and the 99th
percentile of packet delays strongly agrees with
the results of the analysis. We can conclude
that MQ-PFRS ARQ is effective for accommo-
dating multiple kinds of IP flows and the qual-
ity of real-time traffic can be predicted by the
analysis.

Although the performance of proposed MQ-
PFRS ARQ was evaluated for satellite commu-
nications, the results of the paper can be gen-
erally applied to high-speed wireless networks,
where a product of the bandwidth and delay
is much larger than the time needed to send a
packet.
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