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Realtime conversion of growl-type voice qualities based on
modulation and approximate time-varying filtering driven

by a non-linear oscillator: Formulation

KAWAHARA HIDEKI1,a) MIZOBUCHI SHOHEI1,b) MORISEMASANORI2,c) SAKAKIBARA KEN-ICHI3,d)

NISIMURA RYUICHI1,e) IRINO TOSHIO1,f)

Abstract: A formulation of voice conversion to add growl-like voice qualities to singing voices is proposed based
on our findings of features in such singing performances. The proposed method does not consist of any analysis and
synthesis stage(s). A preliminary implementation using Matlab demonstrated that its throughput is faster than realtime.
The proposed formulation provides not only post processing capabilities of rendering styles of existing performances
to recorded materials but also realtime capabilities of adding growl-like voice qualities in live performances.

1. Introduction
Strong emotional expression in singing sometimes results in

aperiodic voices. Voice aperiodicity also is found in many tradi-
tional or ethnic singing [1], [2]. They make performance rich and
moving. Definitely, voice aperiodicity is an important aspect of
singing voice research.

However, such singing style is (or possibly is) not an easily
acquired skill for majority of enthusiasts in singing. It also is
a challenging target to develop effectors with flexible manipula-
tion of singing voice aperiodicity [3]. One reason for such diffi-
culty is its complexity. Actually, aperiodic voices involve com-
plex interaction of voicing organs not only vocal fold but sev-
eral different supra-laryngeal structures [1]. Valid simulation of
aperiodic voice production process needs detailed understanding
of underlying acoustical, mechanical, physiological and neural
mechanisms and well exceeds scope of this article.

Instead of building a detailed model, we introduce a simple
pipeline signal processing architecture based on our observations
on growl-like singing [4] for designing realtime voice converter
from normal voices to growl-like aperiodic voices. The following
section briefly introduces those findings and outlines design goal.

2. Growl-like voices: analysis study
In out report, singing performances with and without growl-
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like expression were analyzed using an F0 (fundamental fre-
quency) extractor with high-temporal resolution [5] and an F0
adaptive spectral envelope estimation method (STRAIGHT [6],
[7], later). The following three dominant features were found to
contribute perception of growl-like voice quality. [4]
F0 modulation: feature Q The F0 trajectory of growl-like

singing consists of very fast (about 70 Hz) frequency mod-
ulation. The modulation power at the peak modulation fre-
quency in growl-like singing is sometimes 20 dB higher than
that of normal voice.

Spectral modulation: feature F Spectrographic represen-
tation of spectral envelope of growl-like singing has a
specific texture with vertical lines. It is caused by temporal
modulation of spectral envelope and seems to synchronize
with the frequency modulation of F0.

Spectral enhancement: feature E Long-term spectrum of
growl-like singing has higher power around 2000 Hz and
lower power around 6000 Hz. Third octave level difference
is used to design equalization filter to remove this feature.

The feature symbols (Q, F and E) are defined similar to our
report [4]. Paired comparison test using selective suppression
of these features yielded the following generalized linear model
(GLM).

y = 1.287Q + 4.968F + 1.558E, (1)

where the estimate y represents the logit conversion of the prefer-
ence probability of growl-like perception. Feature symbols Q, F
and E represents difference of feature suppression between paired
stimuli. (The value “1” represents existence of the feature and
“0” represents absence. Therefore, the value of these indepen-
dent variable is one element of the following set, {−1, 0, 1}.) All
three features were found statistically significant.
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Fig. 1 Narrow band spectrogram of an excerpt of Noh voice with aperiod-
icity. White line represents sixth harmonic frequency (6 f0(t)).

2.1 Two databases
In addition to these analyses, two singing voice database were

analyzed [8]. The first one is RWC music database for computer
music research [9]. The database is a a collection of 100 audio
CDs with full of copyright cleared contents for academic research
purpose and individual sounds of musical instruments. Singing
voices are stored as one category of musical instruments. It con-
sists of three sopranos, three altos, three tenors, three baritones,
three basses and three R&B singers’ voices in various singing
styles. The other database is a collection of very famous Japanese
traditional vocal performance masters ’voices [10]. Some of
the master performers are designated as the Japanese living na-
tional treasure. They are asked to sing a common verse in their
traditional singing styles. They are also asked to sing Japanese
five vowels. In addition to these compulsory recordings, they
recorded traditional songs also. The voices are stored in eighteen
audio CDs. It uses the B&K’s 1/2” omni-directional condensor
microphone (Type 4190), calibrated in pressure field. Both were
sampled at 44100 Hz 16 bit format.

Similar coupled modulation of F0 trajectory and spectral en-
velope was also found in these databases. Close inspection of
modulation behavior, these modulations were found to be phase-
locked to the fundamental component, time to time.

Figure. 1 shows an example. It is an excerpt from a Noh
performance with specific aperiodic behavior. In this magni-
fied view, two groups of aperiodic period are shown. The white
line in the figure shows the F0 trajectory. The fundamental fre-
quency is multiplied by 6 and overlaid on the spectrogram. From
1.604 s to 1.62 s, fast F0 modulation frequency is f0/3 and from
1.62 to 1.628 s, the modulation frequency is f0/2 and they are
phase-locked. The aperiodic period from 1.579 s to 1.595 s does
not show phase-locking behavior and the modulation is chaotic.
These behavior suggests that the modulation is caused by a cou-
pled oscillation of supra-laryngeal structures [1].

This finding motivated the current implementation. “Phase-
locked” nonlinear oscillator is the key component of the proposed
procedure. Without phase-locking behavior, adding F0-frequency
and spectral modulation to normal voices yielded a gargley voice.
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Fig. 2 Smoothed spectral envelope difference between growl-like voices
and normal voices. The original long-term spectral difference is also
shone.

3. Architecture and implementation
This section introduces architecture of the proposed method. It

does not consist of analysis component. It only consists of oscil-
lator, modulator and filters.

3.1 Temporal modulation: feature Q
Rapid F0 modulation found in growl-like singing can be ap-

proximately implemented by temporal axis modulation. Let ri(t)
represent instantaneous ratio of fundamental frequency conver-
sion from F0 f IN

0 (t) of the input signal xIN(t) to F0 f MOD
0 (t) of the

output signal xOUT (t).

f MOD
0 (t) = ri(t) f IN

0 (t) (2)

Reading input signal using a modulated time axis converts appar-
ent instantaneous frequency. This process is represented by the
following equation.

xOUT (t) = xIN
(∫ t

0

1
ri(τ)

dτ
)

(3)

For discrete time signals, piecewise linear interpolation provides
the simplest implementation. This procedure is compatible with
realtime processing by introducing a short buffer (shorter than
10 ms) and feedback control of its length.

This procedure does not model actual F0 modulation, because
this procedure modulates spectral envelope of the input signal at
the same time, while in actual speech production process, only
source information is modulated. (Again, this explanation is also
approximation when taking into account of nonlinear source filter
interaction [11].) However, this approximation is close enough
because the modulation depth of this fast variation does not ex-
ceed several semitones.

3.2 Approximate time-varying filter: feature F
The level equalization (feature E) can be implemented by us-

ing a FIR filter and will not be discussed in detail here. Figure 2
shows smoothed spectral difference with the original spectral dif-
ference.
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Physically relevant implementation of the temporal variation
of spectral envelope is to simulate wave propagation in the vo-
cal tract with periodically changing area around supra-laryngeal
structures. Wave propagation in a one-dimensional vocal tract
model is accurately represented by the lattice filter architec-
ture [12] and the reflection coefficients correspond to PAR-
COR coefficients [13] with relevant equalization procedures [14].
These physically well grounded parameters have relatively better
interpolation behavior when parameters are temporally variable.
However, this approach requires careful preparation of prepro-
cessing procedures and relevant decision of model order. It also
has difficulty when the sampling rate of the signal exceeds 8 kHz
because validity of one dimensional vocal tract model is not as-
sured in higher frequency range [15]. It also requires usually a
long buffer length (about 30 ms or more) for calculating autocor-
relation of the signal for estimating PARCOR coefficients. This
buffer length introduces intrinsic delay and is not desirable for
realtime processing. Appendix briefly discusses this alternative
approach.

Instead of using physically relevant filter, a FFT-based approx-
imate time-varying filter is introduced. Before introducing it, a
brief review of FFT-based efficient implementation of (general)
FIR filter is presented.
3.2.1 FFT-based convolution

FFT-based convolution is circular convolution. Let N represent
the FFT buffer length and M and K represent the lengths of the
signals to be convolved. FFT-based convolution provides same
result when the condition M + K < N is satisfied [16].

When the impulse response of a time-invariant filter h[n] is a
finite length sequence of length M, arbitrarily long sequence x[n]
can be filtered using FFT-based convolution by subdividing x[n]
into a set of subsequences s(k)[n] of length K using the following
equation.

x[n] =
∞∑

k=−∞
s(k)[n] =

∞∑

k=−∞
x(k)

1 [n]w[n − kL], (4)

where L represents frame shift and w[n] represent the weighting
sequence of length K. The k-th part x(k)

1 [n] of the original se-
quence starts from n = kL and its length is K. The weighting
sequence w[n] has to satisfy the following condition for all n.

∞∑

k=−∞
w[n − kL] = 1 (5)

Arbitrary many weighting sequences satisfy this condition.
The simplest example is w1[n] = 1, n = 0, 1, . . . ,K − 1. This
subdivides the original signal into non-overlapping consecutive
sequences. The other common subdivision is to use w2[n] defined
by the following equation.

w2[n] = 0.5 − 0.5 cos
(

2nπ
2L

)
, (6)

where the length is set K = 2L+1. This is 50% overlapping Hann
window arrangement.
3.2.2 Time-varying filtering by FFT-based approximation

When the filter impulse response is time invariant, FFT-based
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Fig. 3 Example of the spectral variation model. Blue line represents R1( f )
and green line represents R12( f ).

convolution based on subdivision using w1[n] and subdivision us-
ing w2[n] are equivalent and the results are independent of the
size of subdivision K and frame shift L.

When the filter impulse response is changing temporally, FFT-
based convolution based on subdivision using w1[n] introduces
significant artifacts. The artifacts due to subdivision are small
when using w2[n]

The size of frame shift L depends on dynamic behavior of spec-
tral envelop and the effective length M of the impulse response
depends on the time varying spectral shape. They are application
dependent design parameters.

In our current implementation, temporally varying spectral
shape component is modeled using the following equation, two
composite functions R1( f ) and R2( f ) consisting of Gaussian
shapes. They represents spectral level variations around 3000 Hz
and 2000 Hz changing in opposite direction.

R1( f ) = ap1 exp
⎛
⎜⎜⎜⎜⎜⎝−

( f − fp1)2

σ2
p1

⎞
⎟⎟⎟⎟⎟⎠ − ad1 exp

⎛
⎜⎜⎜⎜⎝−

( f − fd1)2

σ2
d1

⎞
⎟⎟⎟⎟⎠ (7)

R2( f ) = ap2 exp
⎛
⎜⎜⎜⎜⎜⎝−

( f − fp2)2

σ2
p2

⎞
⎟⎟⎟⎟⎟⎠ − ad2 exp

⎛
⎜⎜⎜⎜⎝−

( f − fd2)2

σ2
d2

⎞
⎟⎟⎟⎟⎠ , (8)

where fp1 and fp2 represent two peak frequencies, σ2
p1 and σ2

p2
represent corresponding peak widths and ap1 and ap2 represent
their peak levels respectively. Similarly, fd1 and fd2 represent two
dip frequencies, σ2

d1 and σ2
d2 represent corresponding dip widths

and ad1 and ad2 represent their dip levels respectively. Tempo-
rally variable filter shape Rm( f , t) is defined using a mixing factor
rm(t).

Rm( f , t) = rm(t)R1( f ) + (1 − rm(t))R2( f ) (9)

Figure 3 shows example shapes of R1( f ) and R2( f ). Figure 4
shows corresponding minimum phase impulse responses [16] us-
ing logarithmic vertical axis. (Parameters are as follows: fp1 =

fd2 = 2000 Hz, fp2 = fd1 = 3000 Hz, σp1 = σp2 = σd1 = σd2 =

400 Hz, ap1 = 2 dB, ad1 = 13 dB, ap2 = 5 dB, ad2 = 4 dB) It illus-
trates that the responses effectively vanish within 3 ms and it pro-
vides the upper bound of the response length M. (For 44100 Hz
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Fig. 4 Log-magnitude plot of impulse responses of R1( f ) and R12( f ).

sampling, M ≤ 133). Since the dominant F0 frequency modula-
tion frequency is about 70 Hz, relevant frame update rate is 2 ms
(L ≈ 88). The length of the subdivided segment is 177 when
using w2[n]. The minimum best FFT buffer length Nmin is calcu-
lated by the following equation, since performance of FFT is best
when the buffer length is 2Z (Z: natural number).

Nmin = 2⌊log2(M+K+1)⌋. (10)

For the current example, Nmin = 512.

3.3 Test using sinusoidal F0 modulation
All necessary procedures to implement features (Q, F and E)

found in growl-like performance are implemented. A prelimi-
nary test was conducted using a 70 Hz sinusoidal signal is used
to simulate the modulation. Combining all features successfully
added growl-like impression to normal singing and will be re-
ported elsewhere [17]. However, careful listening revealed that
the converted voices sounded rather wet voice (gargley voice)
than growl-like. This finding motivated following investigations
on phase-locked oscillation of nonlinear oscillators.

4. Nonlinear oscillator and coupling
The following equation provides sinusoidal oscillation of vari-

able x without severe distortion found in the Van der Pol oscilla-
tor.

d2x
dt2 + ε

⎛
⎜⎜⎜⎜⎜⎝

(
dx
dt

)2

+ x2 − 1
⎞
⎟⎟⎟⎟⎟⎠

dx
dt
+ x = 0, (11)

where ε represents contribution of speed dependent factor similar
to the Van der Pol oscillator. It is convenient to define additional
variable y = dx

dt and yields the following equation. A set of vari-
ables x and y represents the state of the oscillator.

dx
dt
= y (12)

dy
dt
= ε

(
1 − x2 − y2

)
y − x (13)

Using this equation and by introducing a signal s(t) to control
the status of oscillation yields the following equation.
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Fig. 5 Trajectory of controlled oscillation in the state space.
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Fig. 6 Controlled oscillation and its control functions. Upper plot shows
the oscillation frequency fm(t). Thick cyan line in the lower plot
represents ON/OFF control signal s(t).

dx
dt
= y (14)

dy
dt
= s(t)ε

(
1 − x2 − y2

)
y − x − (1 − s(t))εy, (15)

when s(t) = 1, the second equation is reduced to Eq. (13). When
s(t) = 0, the second equation is reduced to a dumping oscilla-
tor. Then, by using the chain rule, the frequency of oscillation
fm(t) (here, temporally variable oscillation frequency is assumed)
is directly controlled by using ωm(t) = 2π fm(t) in the following
equation.

dx
dt
= ωm(t)y (16)

dy
dt
= ωm(t)

(
s(t)ε

(
1 − x2 − y2

)
y − x − (1 − s(t))εy

)
+ F(t),

(17)

where F(t) represents the external force. In the proposed proce-
dure, this external force corresponds to the fundamental compo-
nent of the input signal.

Figure 5 shows the state trajectory of the oscillator. Figure 5 il-
lustrates that the attractor of the oscillation is circular and leads to
sinusoidal oscillation. Figure 6 illustrates frequency and ON/OFF
control by the control functions. The coefficient ε = 1 is used
in this example. Note that response to the ON/OFF control is
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Fig. 7 Phase locking to input signal. Horizontal axis represents instanta-
neous fundamental frequency of input square wave. Vertical axis
represents instantaneous frequency of the oscillator.

Fig. 8 Schematic diagram of the proposed method.

smooth.
Figure 7 shows an example of phase locking behavior of this

oscillator. Input is a chirp square wave. The instantaneous funda-
mental frequency of the signal starts from 100 Hz and log-linearly
rises up to 800 Hz in six seconds. The colored lines represent the
chirp frequency divided by the integers shown in the legend of the
figure. It indicates that this oscillator is tend to be phase locked
to the 1/3 of the input signal’s F0.

4.1 Application to growl-like converter
This nonlinear oscillator was used to replace the sinusoidal os-

cillator for driving time-axis modulator (feature Q) and approx-
imate time-varying filter (feature F). Figure 8 shows schematic
diagram of the proposed method.

A prototype system was implemented using Matlab. By replac-
ing independent sinusoidal oscillator with a nonlinear oscillator,
problematic gargley voice timbre was somewhat reduced but still
remains. It may suggest need of model refinement of temporal
spectral variations.

5. Conclusion
A simple and potentially realtime voice conversion method to

add growl-like voicing style on normal singing is formulated. It
consists of temporal modulation, approximate time-varying filter
and nonlinear oscillator coupled to the fundamental component
of the input voice. Because of this simple and straightforward ar-

chitecture, the proposed prototype runs faster than realtime even
using Matlab. However, lack of audio output function that is
compatible with realtime processing, it is difficult to implement
the proposed algorithm using Matlab only. Implementation using
other language is currently undertaken.
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Fig. A·1 GUI of realtime vocal tract visualizer implemented by Matlab

A.1 Realtime vocal tract visualizer
Recent audio input object of Matlab audiorecorder intro-

duced data acquisition capability from the object while it is run-
ning. This functionality enabled implementation of realtime tools
solely using Matlab. Figure A·1 shows a snapshot of a GUI which
can visualize speaker’s vocal tract area function and related infor-
mation in realtime. By modulating, for example, a part of the dis-
played log-area function corresponding to laryngeal area, more
authentic growl-like conversion can be implemented. This tool
and other useful tools are linked to the first author’s web page.
The direct link is [18].
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