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This paper presents a series of empirical analyses of information-security investment based
on a reliable survey of Japanese enterprises. To begin with, after showing our methodology for
representing the vulnerability level regarding the threat of computer viruses, we verify the re-
lation between vulnerability level and the effects of information security investment. Although
in the first section there is only a weak empirical support of the investment model, one can
understand that the representing methodology is worth attempting in empirical analyses in
this research field. In the second section, we verify the relations between the probability of
computer virus incidents and adopting a set of information security countermeasures. It is
shown that “Defense Measure” associated with “Information Security Policy” and “Human
Cultivation” has remarkable effects on virus incidents. At the last step, we analyze the effect
of continuous investment in the three security countermeasures. The empirical results suggest
that virus incidents were significantly reduced in those enterprises which adopted the three
countermeasures both in 2002 and in 2003.

1. Introduction

With the rapid growth of organizations’ de-
pendence on information systems, particularly
Internet, the issue of information security at-
tracts more and more attention. Unfortunately,
although security technologies have made great
progress in past decades, the security level has
scarcely been improved 1). Recent researches
clarify that information security is not only
a technology problem but also a matter of eco-
nomic incentives for information-security in-
vestment, so the focus is shifting from what
is technically possible to what is economically
optimal 2),3).

To inspire managers to concentrate on
information-security risk management, some
studies documented the status of information
security and potential losses due to security
breaches 4),5), and others showed the return on
security investment (ROSI) to convince man-
agers of the benefits of security efforts 6)∼8).
More importantly, managers should know how
to appropriately invest in countermeasures to
defend against security incidents effectively and
efficiently 9). Some researches use figures and
rankings to identify the actual threats and
current available countermeasures 1),4). Oth-
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ers provide security management methods and
generally prove the efficiency of their methods
by conducting a case study in a company or
other organizations 10)∼13). A common prob-
lem with these qualitative studies and heuristic
approaches is a difficulty in providing strong
empirical supports; when we claim strong em-
pirical supports, the methodology must be rig-
orous from the academic point of view, and the
dataset must be rich and reliable. It should be
noted that there is a tradeoff between these two
aspects; reliable data resources such as govern-
mental official surveys are usually designed for
more general purposes, and the plain dataset
there is not easy for us to use in rigorous anal-
yses focusing on information security. On the
other hand, if we specifically design our own
survey for a particular empirical analysis solely
regarding information-security investment, it is
very difficult to obtain a sufficient quantity of
samples. There would be a quality problem as
well because responders may not take the sur-
vey as seriously as in the case of governmental
official surveys. Therefore, in this paper, our
idea is to start from another paradigm of the
research in this area: empirical assessment re-
garding quantitative studies and theoretical ap-
proaches could give us hints on finding a good
methodology and dataset.

Fortunately, besides the qualitative studies
and heuristic approaches in the previous para-
graph, researchers are engaged in quantitative
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studies and theoretical approaches as well. To
the best of our knowledge, the most seminal
approach is an economic model proposed by
Gordon and Loeb in 2002 14). They introduced
two classes of security breach probability func-
tions, and provided an analytical method where
the second class of security breach probability
functions shows an intuitively easy-to-accept
strategy: managers allocating an information
security budget should normally focus on in-
formation which falls into the midrange of vul-
nerability. The concluding remarks in their
seminal paper include the importance of fu-
ture researches regarding empirical assessment
of the model. A first step in the empirical as-
sessment was made by Tanaka, et al. 15) They
showed that the security investment level is
greater than usual not when an information set
is highly vulnerable but when it is medium vul-
nerable. This relation of vulnerability level and
information security investment level that they
dealt with is premised on the validity of the
security breach probability function of the sec-
ond class. However, no one has assessed the
security breach probability function itself. In
other words, there remains the important task
for empirical researchers of supporting the sem-
inal Gordon-Loeb model more robustly.

Thus we are motivated to challenge this re-
maining important task in the quantitative ap-
proach as the first step, in order to learn
a worth-trying methodology and dataset for
a rigorous verification of qualitative hypotheses.

Regarding the qualitative hypotheses, we fo-
cus on the complementarity (“complementar-
ity” is a concept in economics, that means
the interrelation of reciprocity whereby one
thing supplements or depends on the other)
and the continuity of information-security in-
vestment. In fact, when talking about invest-
ment, people are apt to consider tangible as-
sets. However, recent researches show that
the complementarity of investments in tangi-
ble assets and intangible assets (e.g., person-
nel training, corporate culture, and so on)
can raise productivity and bring enterprises
greater profit 16)∼18). This theory is expected
to be good for information-security investment
as well; Tanaka introduces the concept of in-
tangible assets into information-security invest-
ment and agrees that the complementarity be-
tween tangible and intangible assets might work
in information-security investment 19). These
prior researches support the concept of security

management for enterprises and suggest that we
should verify the effects of complementarity of
security countermeasures. Furthermore, liter-
ature which discusses the effects of continuous
investments in countermeasures does not exist,
neither does rigorous empirical study. Given
this situation, we conducted our empirical anal-
ysis based on a reliable Japanese enterprise sur-
vey to verify the effects of complementarity and
continuity of security investment.

The remainder of the paper is organized as
follows. Seeking for a helpful proxy for vulner-
ability, Section 2 verifies the relation between
the vulnerability level regarding computer-virus
threats and the effect of information-security
investment in the context of the security breach
probability function of the Gordon-Loeb model.
Section 3 introduces the empirical analysis of
verifying the effects of investment complemen-
tarity and continuity. In the same section, we
detail the research design, our hypotheses and
regression models, and then discuss the empir-
ical results and their implications. In the fi-
nal section, conclusions and future works are
described.

2. Vulnerability Level and Informa-
tion Security Investment Level

2.1 Methodology
2.1.1 Effects of Information-security

Investment
In the Gordon-Loeb model, they let S (z, v)

denote the probability that an information set
with vulnerability v will be breached, condi-
tional on the realization of a threat and given
that the firm has made an information-security
investment of z to protect that information.
This function, S (z, v), is called the security
breach probability function, and we will refer
to this simply as the breach function in the rest
of this paper. That is,

S(z, v): breach function, S(z, v) > 0;
z: security investment, z > 0;

and v: vulnerability, 0 < v < 1.
In the original paper 14), they show two

classes of breach functions.

SI(z, v) =
v

(αz + 1)β
: class I

SII (z, v) = vαz+1 : class II
where α > 0, β ≥ 1.

In order to conduct our empirical analysis,
we measure the effects of information-security
investment as follows,
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E(za, zb; v) =
S(za, v)
S(zb, v)

, za < zb.

The effects of information-security invest-
ment are different between class I and class II.
For class I, the effects are constant regardless of
vulnerability. On the other hand, for class II,
the effects are decreasing in vulnerability.

EI(za, zb; v) =
(αzb + 1

αza + 1

)β

EII (za, zb; v) = vα(za−zb) (1)

first order condition: α(za − zb)vα(za−zb)−1 < 0
second order condition: α(za−zb)(α(za−zb)−1)
vα(za−zb)−2 > 0

Thus the introduction of the measure, E,
would be helpful when we compare classes I
and II. In the following, we empirically as-
sess the effects of security investment in differ-
ent vulnerability levels. If the effects are de-
creasing in vulnerability level, the results sug-
gest that the breach function is not of class I
but of class II.

2.1.2 Computer Virus
Knowing the enemies facing information se-

curity is a vital component when we shape an
information-security defense posture. In order
to strengthen the level of protection of infor-
mation in the enterprises, those responsible for
information security must begin with an under-
standing of the threats facing their information
assets, and then they could establish security
strategies accordingly 1).

The 2005 Computer Crime and Security Sur-
vey conducted by the Computer Security In-
stitute and the Federal Bureau of Investiga-
tion (CSI/FBI) 4) gives the shocking report
that the percentage of respondents answering
that their organization experienced incidents
in the last 12 months is 72%, and the to-
tal losses for 2005 due to security breaches
were $130,104,542. Among all the categories
of incidents, “Virus” is top in the losses rank-
ing as usual, with $42,787,767 losses. “Unau-
thorized Access” and “Theft of Proprietary
Information” are in the second and in the third
places, respectively. These three categories
swamped the losses from all other categories.
This can be explained by the increased aware-
ness of, and improved technology to cope with
some threat types, such as “Virus”.

Similar results are presented in “the Survey
of actual condition of IT usage” conducted by
METI (Ministry of Economy, Trade and Indus-
try) of the Japanese government in 2003 20).

The report shows that most of the enterprises
(27.1%) suffered “Insider System Trouble” and
26.1% of the responders experienced “Com-
puter Virus”. Although losses due to incidents
are not relevant to this survey, we can still see
that companies consider the two categories are
far more critical than the others (Appendix C).
Some people might think a virus has no longer
a large impact on security troubles because fire-
walls and antivirus or some other defense soft-
ware are getting more and more popular. How-
ever, as shown in Appendix D, 36.7% of the re-
sponding enterprises which had computer-virus
troubles experienced system/terminal down in-
cidents caused by computer viruses. Thus, with
the help of the mean and the standard devi-
ation values given in Appendix D, we can see
that the frequency of significant troubles caused
by viruses is not very low and is not much dif-
ferent when compared with the other troubles,
and that the impact of the virus troubles is large
enough to be studied by this research commu-
nity. Of course, also as shown in Appendices C
and D, there are some other troubles of interest
in this regard. However, the existence of those
troubles does not deny the importance of the
study on computer viruses.

As a vulnerability level, we use the number of
e-mail accounts in a firm. After 1999, an e-mail
attachment is the top virus source (Table 1).
And one of the features of an e-mail attachment
virus is that it propagates independently of user
operation once the user has executed it 22). We
assume that issuing more e-mail accounts ex-
poses the information system all the more to
threats.

2.2 Data
2.2.1 Source
The data of our analysis is based on “the Sur-

vey of actual condition of IT usage”, conducted
by METI of the Japanese government. To be
aware of the information processing state in the
Japanese enterprises, METI conducts this sur-
vey annually. All the Japanese nongovernmen-
tal enterprises making use of computer and in-
formation services are the survey objects.

The data is as of year 2003 and the sam-
ple is 3,248 Japanese private firms that cover
both manufacturing industries and service in-
dustries.

Throughout this paper, we extract empiri-
cal data from the METI’s survey. The min-
istry’s questionnaire is created based on Statis-
tical Law, and hence the resultant official sur-
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Table 1 Sources of Infection, year 1996–2003. (All figures are percentages;
Data source: Ref. 21))

Table 2 Information Security Measures.

vey data has a high reliability and a large num-
ber of samples.

2.2.2 Security Investment
We use the number of security measures as

a proxy variable of security investment. The
statistics indicate how many security measures
a firm took in the list (Table 2).

We categorize two security investment levels
based on the number of security measures as
follows:

zl: the number of security measures is four
and below (low security investment)

zh: the number of security measures is seven
and above (high security investment)

2.3 The model
2.3.1 Validity of Using the e-mail Ac-

count Number as a Vulnerability
Level

We verify the validity of using the e-mail ac-
count number as a vulnerability level. We as-
sess the following correlation.

Si = δ lnEmail i + γ (2)
i: firm’s group divided by the natural logarithm
of e-mail account number (1, 2, . . . . . . , 19, 20)

Si: security incident rate caused by computer
virus

lnEmail i: natural logarithm of e-mail ac-
count number

The summary of statistics is given in Ap-
pendix B.1.

The results shown in Appendix B.2 imply
that the above equation is highly fitted (ad-
justed R2 is more than 0.9) and δ is positive
and statistically significant (less than 0.0001).
Thereby our assumption is proved that the
more a firm issues e-mail accounts, the more
vulnerable a firm’s information system is to
a computer virus.

It should be noted that the vulnerability in
the Gordon-Loeb model is a conditional prob-
ability and hence ranges between 0 and 1. On
the other hand, our proposed proxy ranges dif-
ferently. However, we do not have to consider
this difference in the following regression anal-
ysis. This is because there is a trivial technique
for coping with this difference; by introducing
a positive constant as a coefficient that maps
the former range into the latter, we can have
the same effects, E(za, zb; v), of information-
security investment regarding class I security
breach functions, and the effects simply pro-
portional to those before mapping regarding
class II functions. For readability purposes, we
avoid the use of such a trivial trick here.
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2.3.2 Effects of security measures
We empirically assess whether security in-

vestment effects are decreasing in vulnerabil-
ity or not by using the following regression
analysis:

Ei(zl, zh) =
S(zl,Email i)
S(zh,Email i)

= η lnEmail i + λ (3)

zl: the number of security measures is four
and below (low security investment)

zh: the number of security measures is seven
and above (high security investment)

If the adjusted R2 of the above regression
equation is beyond a certain level and nega-
tive η is statistically significant, the results sug-
gest that breach function (S) belongs to class II.

The result of nineteen groups, excluding i =
19 whose Si is zero, is shown in Appendix B.3a.
The estimation of η is the negative correlation
and statistically significant. The other result
of eleven groups whose samples consist of 25
and more firms is in order to eliminate fluctua-
tions of the security breach rates. As shown in
Appendix B.3b, the estimation of η is negative
correlation and statistically significant. These
results are consistent with the first order con-
dition of Eq. (1) and partially support the view
that a security breach function based on a com-
puter virus belongs to class II ☆.

Of course, due to the limitation of number of
the samples used in the analysis above, we must
cautiously say that the results suggest (i.e.,
weakly support) that the breach function be-
longs to class II. At the same time, we had
better emphasize that the main role of this
Section 2 is not to provide strong support for
class II breach functions, but to show an empir-
ical insight that motivates us to try to use the
e-mail account number as a proxy for vulnera-
bility in the following main part of this paper.

3. Effect of Security Investment

In Section 2, we verified the relation between
the vulnerability level and effects of informa-
tion security investment. The results empiri-
cally show two findings. First, with regard to

☆ Additionally, polynomial regression of Appendix
B.3b fits more (adjusted R2 reaches 0.82) and co-
efficients of correlations are statistically significant
(the second coefficient is positive). Although we
must reserve the limitation of sample size, the re-
sult is consistent with the second order condition of
Eq. (1).

a computer-virus related security breach, vul-
nerability level could be gauged by the amount
of e-mail accounts. Second, the effects of infor-
mation security investment are to reduce the
vulnerability level, which supports the breach
function of class II. The breach function plays
a core role in the analytic model for discussing
the effectiveness of information-security invest-
ment, typically into information-security coun-
termeasures. Based on the findings, in this sec-
tion we will verify the effects of information-
security countermeasures complementarity, and
the effects of continuous investment in informa-
tion security.

3.1 Information-security countermea-
sures

We introduced the primary threats to enter-
prise information security in Section 2. After
understanding the loss due to those threats, se-
curity managers should next decide appropriate
defenses. In this article, we discuss countermea-
sures centering our attention on three categories
of generally adopted countermeasures: “De-
fense measures”, “Security policy”, and “Hu-
man cultivation” (Table 2). As they are re-
sponsible for the security management of their
enterprise, security managers must be famil-
iar with the critical components of security
countermeasures.

“Defense measures” are considered the pri-
mary technologies for defending against net-
work attacks. A firewall, the delegate of defense
measures, is simply a perimeter defense device
that splits a network into trusted or protected,
and un-trusted or unprotected side elements 23).
In the CSI/FBI survey, the use of firewalls was
reported by 97 percent of enterprises and anti-
virus software was reported as being used by
96 percent of the respondents. It is clear that
enterprises lay particular stress on defense mea-
sures.

“Security policy” defines the security philos-
ophy and postures the organization takes, and
is the basis for all subsequent security decisions
and implementations 1). It is indicated that the
security policy would be part of the security
standards, procedures, and guidelines. A well-
designed and maintained security policy can po-
tentially reduce costly forays, as well as provide
protection from disaster 24).

Another fundamental part of an organiza-
tion’s security function is the implementation
of security education, training, and awareness
programs. Security researchers warn that in-
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formation security continues to be ignored by
top managers, middle managers, and employ-
ees alike. Enterprises should conduct education
and training that will inform their employees
of what happens if the security policy is not
followed and instruct employees in specific ac-
tions that need to be taken to protect against
security violations 23). Furthermore, security
managers of enterprises have a significant role
to play in engineering a desirable organizational
security level through proper planning and rea-
sonable resource allocation.

The security policy and human cultivation
are both relatively low-cost protection mecha-
nisms with the potential for high ROSI. How-
ever, many studies indicate that enterprises of-
ten overlook policies and the human solutions,
when in fact the two factors must be addressed
first, with technology assisting in the enhance-
ment of security 1).

3.2 Data
As mentioned in Section 2, our analysis is

based on the firm level data specially provided
from the government. To verify the effects of
countermeasures complementarity and contin-
uous investments in security countermeasures,
we matched the data of 2002 and 2003 and
chose all of the 3,018 enterprises which are on
both the company lists as our analysis objects.

From the METI’s survey dataset, we used the
data which are considered to be important or-
ganizational factors related both to security in-
cidents and to companies’ decisions on security
investments. The data are as follows: the num-
ber of e-mail accounts, industry type, network
structure, and system coverage in every enter-
prise. Of course, in order to examine the ef-
fectiveness of information-security investment,
we need to use the data of information-security
incidents and countermeasure adoption, too.

3.3 Effect of countermeasures comple-
mentarity

3.3.1 Preliminary Study
As mentioned in Section 2, as a result of

enterprises increasingly relying on information
systems and networks, external attacks have
been the leading threats to enterprises for many
years, and in particular a “virus” is one of
the important sources of financial losses (revisit
Section 2.1.2, if necessary). Given this situa-
tion, we focus our attention on the “virus” and
want to make it clear that whatever counter-
measures are effective for virus incidents and
should be invested in.

In our preliminary study reported at a
Japanese domestic symposium without a peer-
review system 25), we verified the relations
between the probability of computer virus
incidents and adopting information security
countermeasures by analyzing the year 2003’s
survey data. The empirical results suggest
that “Defense Measure” associated with “Infor-
mation Security Policy” and “Human Cultiva-
tion” could significantly reduce virus incidents,
whereas enterprises relying on defense measures
without attaching importance to the other two
countermeasures cannot enhance their immu-
nity from a virus.

Before verifying the effectiveness of continu-
ous investments in “Defense Measure”, “Infor-
mation Security Policy” and “Human Cultiva-
tion”, we should examine our preliminary re-
sults by the matched data of 2002 and 2003 of
3018 sample enterprises.

3.3.2 Model-1
Logistic regression is a widely used statistic

method which fits nominal Y responses to a lin-
ear model of X terms. To be more precise, it
fits probabilities for the two response levels us-
ing a logistic function. We use logistic regres-
sion analysis to examine the explanatory abil-
ity of explanatory variables (organizational fac-
tors and countermeasures adoption) for the ex-
plained variable (probability of virus incidents)
by the following proposed model. We will re-
fer to this model as model-1, in the rest of this
paper.

log(p/(1 − p)) = α lnEmail i + βSysVi

+ γ1Industry1i + · · · + γ26Industry26i

+ δDHPi + εi

where i = 1, 2 . . . n (4)

D: Defense Measure, P : Information Security
Policy,
H: Human Cultivation.
p: probability that an enterprise has suffered
virus attacks in 2003.
lnEmail i: natural logarithm of the e-mail ac-
count number in enterprise i.

Based on the discussion and the results of
Section 2, the natural logarithm of the num-
ber of e-mail accounts in a firm is used here
to substitute for the vulnerability arising from
inside users.
SysVi: system vulnerability score of enter-
prise i.

System vulnerability score denotes the degree
of vulnerability inherent in the system. The
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Table 3 System coverage and network structure.

more an enterprise extends the coverage of sys-
tems and networks, the higher its vulnerability
to threats. Therefore, we calculate the SysVi

for every enterprise using Table 3.
The vulnerability score of every subsystem

with a different type is denoted as the product
of system-coverage point (1 to 4 if existing)
and network structure point (1 to 3 if con-
nected), and the vulnerability score of an en-
terprise is the sum of all subsystem vulnerabil-
ity scores. Although not explicitly described
in Table 3, if a system type does not exist or
the subsystem is completely off-line, the corre-
sponding subsystem vulnerability score is set
to zero. The enterprises which have no sys-
tem/network (and hence whose system vulner-
ability scores are zero) are excluded from our
analysis. Accordingly, the range of system vul-
nerability score SysVi is between 1 and 72.
Industry1i, Industry2i, . . . , Industry26i: indus-
try type dummies.

We use the industry dummies to denote the
industry type of every enterprise. In our former
study, we proposed a model to verify the rela-
tions between the probability of computer virus
incidents and the adoption rate of information
security countermeasures without paying any
attention to industry types. Through further
surveys, we found that information-security in-
vestments are significantly affected by industry
types 26).

In fact, financial organizations seem to in-
vest more in information security compared to
other organizations because they have larger
potential losses that may occur by breaches
and abuses 27). So we improved our model by
adding industry dummies to control the influ-
ence exerted from industry type. According to
the questionnaire, there are 27 types of indus-
tries including 14 manufacturing industries and

Table 4 Correlation coefficients of explanatory
variables.

13 non-manufacturing industries (an industry
list appears in the appendix).
DHPi: dummy of countermeasures adoption in
enterprise i

D, P and H represent “Defense measures”,
“Security policy”, and “Human cultivation” re-
spectively. This variable is binary: if an enter-
prise adopted all of the three countermeasures,
we set DPH 1, otherwise we set it 0.

When choosing explanatory variables for the
regression model, we should be sure that they
are independent. We checked the independence
of all explanatory variables of our model and
showed their correlation coefficients in Table 4.

The fact that all the correlation coefficients
are far less than 1 means the explanatory vari-
ables of our model are independent of one an-
other. Although we did not include the 26 in-
dustry dummies in Table 4 to save space, each
of them is independent of other explanatory
variables according to our examination.

3.3.3 Data Process and Descriptive
Statistics

As we use the natural logarithm of e-mail ac-
count numbers as the controller for the pro-
posed regression, we exclude those enterprises
which have no e-mail account. Based on our
calculation, the minimum of SysV is 1, so that
an enterprise scoring 0 means it may not have
a constructed system or network. Furthermore,
those enterprises which have no domain name
are thought to be making limited use of the
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Table 5 Organizational factors.

Table 6 Experience of virus incident.

Table 7 Status of countermeasure adoption.

Internet.
Since our research purpose is to examine the

countermeasures’ effects on external security
incidents, the enterprises that have extremely
low vulnerability and have little contact with
the external world must be excluded from the
sample.

Accordingly, there are 2,168 enterprises sat-
isfying the following requirements:
• Their e-mail account numbers are not 0.
• Their system vulnerability scores are not 0.
• Their domain names are registered.
Outliers are observations that are unexpect-

edly different from the majority in the sample
which have a strong influence on the calculation
of statistics, so 139 enterprises were excluded
from our sample because of containing abnor-
mal values in e-mail account numbers or system
vulnerability score. Consequently, the number
of total enterprises narrowed to 2,029. The
statistics of organizational factors, e-mail ac-
count numbers and system vulnerability score,
are as Table 5 shows.

Table 6 shows how many enterprises suf-
fered losses from a computer virus, and Table 7
presents the status of countermeasure adoption
in the sample enterprises.

From Table 6, we can see that more than
a half of our sample enterprises have incurred
losses due to virus attacks, and the survey re-
sults indicate some of the respondents have

Table 8 The results of logistic regression analysis of
model-1.

such an experience even more than one hundred
times.

As shown in Table 7, about 38% of the enter-
prises not only implemented defense measures,
but also drew up security policies and cultivated
their employees. These enterprises are consid-
ering the complementarity of the three sorts of
countermeasures.

3.3.4 Results of Model-1
We applied logistic regression analysis to all

the 2,029 enterprises using model-1. As shown
in Table 8, that P value of whole model test is
less than 0.0001 implied the model-1 as a whole
to be significant. The analysis results of the
parameters in model-1 are listed in Table 8 as
well.

From Table 8, we can see δ, the coefficient
of variable DPH, is statistically significant (P
value < 0.05).

The fact that its estimate has a negative
sign indicates the explained variable increases
by the explanatory variable’s decrease. That
is to say, adopting the three countermea-
sures: “Defense Measure”, “Information Secu-
rity Policy” and “Human Cultivation” reduces
virus incidents significantly. That lnEmail
and SysV have positive significant coefficients
means more e-mail accounts and a higher sys-
tem vulnerability score involve higher incidence
of computer virus.

The results strongly support our preliminary
study’s conclusion that installing defense mea-
sures with drawing security policies and culti-
vating employees at the same time are effective
protection against a computer virus.

3.4 Effect of Continuous Investments
in Countermeasures

3.4.1 Hypotheses
Initially, we confirmed that the complemen-

tarity of countermeasures is important in de-
fending against virus incidents. And now
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we come to a further consideration wonder-
ing whether there are some differences between
continuous investments and single-period in-
vestments in the three countermeasures regard-
ing computer-virus incidents.

Based on the obtained data of the years 2002
and 2003, we will verify the effectiveness of
continuity of security investments. There are
3,018 enterprises which are included both in
the year 2002’s company list and in the year
2003’s company list. The 3,018 enterprises can
be divided into four classes. The enterprises
in the first class adopted the three countermea-
sures in 2002 and 2003; we regard this adoption
in both of the years as continuous security in-
vestments. The second class adopted the three
countermeasures only in 2003 and the third
class invested only in 2002; both of the two
classes made single-period investments. The
last class is composed of the enterprises that
lacked at least one of the three countermeasures
in both years.

In order to examine this point (i.e., to verify
the effectiveness of continuous security invest-
ments), we describe the following two hypothe-
ses:

H1: Continuous investments in “Defense
Measure”, “Information Security Policy” and
“Human Cultivation” could significantly reduce
virus incidents.

H2: Single period investments in “Defense
Measure”, “Information Security Policy” and
“Human Cultivation” could not significantly re-
duce virus incidents.

We used the following logistic regression
model to test our hypotheses:

log(p/(1 − p)) = α′ lnEmail i + β′SysVi

+ γ′
1Industry1i + · · · + γ26

′Industry26i

+ δ1Y Yi + δ2NYi + δ3Y Ni + ε′i
where i = 1, 2 · · ·n. (5)

In the rest of this paper, we will refer to this
model as model-2. The variables in this model
are the same as in model-1:

p: probability that an enterprise has suffered
virus attacks in 2003.

lnEmail i: natural logarithm of the e-mail ac-
count numbers in enterprise that substitutes for
the vulnerability arising from inside users.

SysVi: system vulnerability score of enter-
prise i that denotes the vulnerability of systems
and networks.

Industry1i, Industry2i, . . . , Industry26i: in-
dustry type dummies.

Table 9 No. and % of the four classes of enterprises.

Table 10 Correlation coefficients of explanatory
variables.

Y Y , NY and Y N : investment pattern dum-
mies.

Y means that an enterprise adopted all
countermeasures “Defense Measure”, “Informa-
tion Security Policy” and “Human Cultiva-
tion”, whereas N means “not”.

The three variables are binary, and at most
only one of them could be 1 at the same time.

If an enterprise adopted the three counter-
measures both in 2002 and in 2003, we set
Y Y = 1.

If an enterprise adopted the three counter-
measures only in 2003, we set NY = 1.

If an enterprise adopted the three counter-
measures only in 2002 we set Y N = 1.

Finally, if an enterprise did not adopt all of
the three countermeasures in both years, we set
Y Y = NY = Y N = 0 (such enterprise belongs
to the fourth class NN).

Table 9 shows the amounts and the pro-
portions of the four classes of enterprises, and
Table 10 presents the correlation coefficients
of explanatory variables of model-2.

3.4.2 Results of Model-2
In the same manner as in Section 3.3, we pro-

cessed the data and narrowed the sample to
2,029 enterprises. The results of analyzing the
2,029 enterprises data by model-2 are shown in
Table 11.

Model-2 is considered significant because the
P value of the whole model test is less than
0.0001. The fact that (i) the P value of δ1, the
coefficient of variable Y Y , is less than 0.05 and
that (ii) δ1 has a negative sign implies that con-
tinuous adoption of “Defense Measure”, “Infor-
mation Security Policy” and “Human Cultiva-
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Table 11 The results of logistic regression analysis of
model-2.

tion” significantly decreases the probability of
virus incidents. This result strongly supports
our first hypothesis (H1). Another interesting
result is that both δ2 and δ3, the coefficients
of NY and Y N , are not significant since their
P values are far larger than 0.05. In other
words, the second hypothesis (H2) is supported
as well; single-period investments without at-
taching importance to the continuity of adopt-
ing security countermeasures make no sense
when defending against virus attack.

4. Conclusions and Future Works

In this paper, we firstly verify the relation
between the vulnerability level and effects of
information-security investment by the reliable
official firm-level data of Japan. The results
of this verification have an important implica-
tion for further empirical researches in this field:
as to a virus-related security breach, the vul-
nerability level could be gauged by the num-
ber of e-mail accounts. Another important
finding is that the effects of information secu-
rity investment are to reduce the vulnerability
level. Combined with our former study 15), this
finding supports the Gordon-Loeb seminal eco-
nomic model regarding information-security in-
vestment, especially the security breach proba-
bility function of class II that plays an impor-
tant role in analyzing the effect of information-
security investment.

Based on the two findings, we verified that
the complementarity of security countermea-
sures and the continuity of adopting counter-
measures have great effects on decreasing the
probability of computer virus incidents. In the
verification, there were two stages. Firstly,
we empirically examined a regression model

of information-security countermeasures’ effec-
tiveness. The results of this emphasize the
importance of associating “Defense Measures”
with “Information Security Policy” and “Hu-
man Cultivation”. Secondly, we developed two
hypotheses and proved them by our proposed
model. It is clearly shown that virus incidents
were significantly reduced only in the enter-
prises that took all the three countermeasures
both in 2002 and in 2003. The proved hypothe-
ses are intuitively easy-to-accept among prac-
titioners because the importance of the com-
plementarity and the continuity of information-
security investment are often emphasized in
information-security seminars and tutorials.
The point of this paper is that we proved them
based on an official and reliable dataset as well
as by a rigorous methodology.

Our approach leaves the possibility for fur-
ther detailed analyses. For example, we will
consider the difference between industries. Al-
though this research covers all industries as
a whole, we did a preliminary assessment of
the security-breach rate by industries. For ex-
ample, the finance and insurance industry’s
security-breach rate seems to be significantly
lower than other comparable size industries.
A future research could deal with industries’
features.

In future researches, we might investi-
gate the complementarity of security counter-
measures based on another method as well.
Venkatraman examined a general proposition
of the performance implications of strategic co-
alignment 28). Referring to his methodology, we
might create a second order construct reflec-
tively measured by its first order constructs in
a structural equation modeling and use the sec-
ond order construct as a representation of com-
plementarities. Further studies by alternative
methods would be useful to analyze functions
of countermeasure complementarity.

Although there still remains the very difficult
challenge of creating an original and yet reliable
dataset that is designed specifically for empiri-
cal research of information-security investment,
we hope that the approach used in this paper
will be helpful in pioneering in this area of in-
dustrial security management.
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Appendix

A. Industry list
Manufacturing industries:
1. Manufacture of food, beverage, tobacco and
feed
2. Manufacture of textile mill products
3. Manufacture of pulp, paper and paper prod-
ucts
4. Manufacture of chemical and allied products
5. Manufacture of petroleum, coal and plastic
products
6. Manufacture of ceramic, stone and clay prod-
ucts
7. Manufacture of iron and steel
8. Manufacture of non-ferrous metals and fab-
ricated metal products
9. Manufacture of general machinery
10. Manufacture of electrical machinery, equip-

ment and supplies
11. Manufacture of information and communi-
cation electronics equipment
12. Manufacture of transportation equipment
13. Manufacture of precision instruments and
machinery
14. Miscellaneous manufacturing industries
Non-manufacturing industries:
1. Agriculture, forestry, fisheries, cooperative
associations and mining
2. Construction
3. Electricity, gas, heat supply and water
4. Video picture, sound information produc-
tion, broadcasting and communications
5. Newspaper and publishers
6. Information services
7. Transport
8. Wholesale trade
9. Retail trade
10. Finance and insurance
11. Medical and other health services
12. Education and learning support
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Fig. 1 Bivariate fit of security breach rate (Si) by
lnEmail.

13. Miscellaneous non-manufacturing indus-
tries
B (Table 12)
B.1 Summary of statistics of Section 2.3
B.2 Results of Eq. (2) (Fig. 1)

Linear Fit
Security Breach Rate (Si) = 0.2009048 +
0.0729804 lnEmail

Summary of Fit
RSquare 0.933656
RSquare Adj 0.92997
Root Mean Square Error 0.050467
Mean of Response 0.54718
Observations (or Sum Wgts) 20

Analysis of Variance
Source DF Sum of Squares Mean Square F Ratio
Model 1 0.64516090 0.645161 253.3142
Error 18 0.04584384 0.002547 Prob>F
C. Total 19 0.69100474 < .0001

Parameter Estimates
Term Estimate Std Error t Ratio Prob> |t|
Intercept 0.2009048 0.024509 8.20 < .0001
lnEmail δ 0.0729804 0.004585 15.92 < .0001

B.3a Results of Eq. (3) (Fig. 2)
(N = 19)
i = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17, 18, 20

Linear Fit
E(zl, zh) = 1.6814708 − 0.0857791 lnEmail

Summary of Fit
RSquare 0.23799
RSquare Adj 0.193166

Fig. 2 Bivariate Fit of E(zl,zh) By lnEmail.

Fig. 3 Bivariate Fit of E(zl,zh) By lnEmail.

Root Mean Square Error 0.38499
Mean of Response 1.258001
Observations (or Sum Wgts) 19

Analysis of Variance
Source DF Sum of Squares Mean Square F Ratio
Model 1 0.7869492 0.786949 5.3094
Error 17 2.5196968 0.148217 Prob>F
C. Total 18 3.3066459 0.0341

Parameter Estimates
Term Estimate Std Error t Ratio Prob> |t|
Intercept 1.6814708 0.203902 8.25 < .0001
lnEmail η −0.085779 0.037227 −2.30 0.0341

B.3b Results of Eq. (3) (Fig. 3)
i = 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16

Linear Fit
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Table 13 Shows the percentage of the enterprises that
consider each trouble type as very impor-
tant.

E(zl,zh) = 2.870114 − 0.2801672 lnEmail

Summary of Fit
RSquare 0.768623
RSquare Adj 0.742915
Root Mean Square Error 0.25769
Mean of Response 1.395169
Observations (or Sum Wgts) 11

Analysis of Variance
Source DF Sum of Squares Mean Square F Ratio
Model 1 1.9853242 1.98532 29.8976
Error 9 0.5976366 0.06640 Prob>F
C.Total 10 2.5829608 0.0004

Parameter Estimates
Term Estimate Std Error t Ratio Prob> |t|
Intercept 2.870114 0.280714 10.22 < .0001
lnEmail η −0.280167 0.051239 −5.47 0.0004

Polynomial Fit Degree = 2
E(zl,zh) = 2.5638981 − 0.248689 lnEmail +
0.0611037(lnEmail − 5.26452)∧2

Table 14 Effects of different security troubles.

Summary of Fit
RSquare 0.853156
RSquare Adj 0.816445
Root Mean Square Error 0.217742
Mean of Response 1.395169
Observations (or Sum Wgts) 11

Analysis of Variance
Source DF Sum of Squares Mean Square F Ratio
Model 2 2.2036693 1.10183 23.2398
Error 8 0.3792915 0.04741 Prob>F
C. Total 10 2.5829608 0.0005

Parameter Estimates
Term Estimate Std Error t Ratio Prob> |t|
Intercept 2.5638981 0.276809 9.26 < .0001
lnEmail −0.248689 0.045713 −5.44 0.0006
(lnEmail

0.0611037 0.028473 2.15 0.0642−5.26452)∧2

C (Table 13)
D (Table 14)
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