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A Study on Approximate and Fine Adjustments

by Hand Motion in an Immersive Environment

Noritaka Osawa† and Xiangshi Ren††

Immersive virtual reality (VR) has long been considered an excellent environment in which
to manipulate 3D virtual objects. However currently used immersive VR user interfaces have
limitations. For example, while direct manipulation by hand is easy to understand and to
use for approximate positioning, direct manipulation by hand is not suitable for making fine
adjustments to virtual objects in an immersive environment because it is difficult to hold an
unsupported hand in midair and then to release an object at a fixed point. We therefore
propose a method that combines direct 3D manipulation by hand with a virtual 3D gearbox
widget that we recently designed. Using this method, hand manipulation is used first to move
virtual objects and place them in an approximate position, and then the widget is used to
move them into a precise position. The experimental evaluation showed that this combination
of direct manipulation by hand and the proposed gearbox is the best of five tested methods
in terms of completion ratio of task and subjective preference.

1. Introduction

In comparison with user interfaces on desk-
top VR environments using mice or just large
format screen systems without manipulation of
virtual objects, the user interface in immersive
virtual environments still remains challenging.
For instance, we believe that interaction tech-
niques using hand should be investigated to
achieve good and intuitive interfaces in immer-
sive virtual environments. This paper focuses
on this issue.

An immersive virtual environment could offer
a 3D content creator a familiar, simpler, and
very efficient way to content production. For
example, changing the position of virtual ob-
jects in an immersive space is easy by using
direct hand manipulation, that is, direct ma-
nipulation by hand. Such direct manipulation
is similar to the manipulation of actual objects
in real life, so less specialized knowledge and
fewer technical skills are required from the cre-
ator. Therefore, once a method for fine-tuning
adjustments by hand is provided, the method
will demand even fewer technical skills and less
specialized knowledge of, for example, 2D GUI
tools. Thus, 3D content creation could become
within the reach of novice or casual users as well
as professionals by using an immersive virtual
environment.

Several prototype tools and frameworks have
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been reported 2)∼4),8)∼10),17)∼19) that enable
users to manipulate objects in a virtual envi-
ronment. With these tools and frameworks, ob-
jects are manipulated with 3D pointing devices
such as the cubic mouse 6). We think that phys-
ical 3D pointing devices may restrict freedom
of body movement in an immersive virtual en-
vironment, and that this restriction should be
avoided. Direct manipulation by hand is easy
to understand and to use for approximate posi-
tioning, however it is not considered suitable for
making fine adjustments to virtual objects in an
immersive environment because it is difficult to
hold the hand still in midair without support
and to release an object at a fixed point.

Another problem of direct manipulation by
hand is the unreliability of task completion for
some people. Some people can finish a task,
but some people cannot finish a task within a
reasonable or fairly long period of time. They
often get fatigued of manipulation and cannot
complete the task. All people should be able
to complete a task within a reasonable period
by using a method. Otherwise, the method is
useless for some people, that is, it is a method
for professionals but not for novice or casual
users.

Although inputting numerical values for fine-
tuning is possible, doing so is difficult in an im-
mersive environment. Another possibility is in-
putting numbers by using the up/down keys,
but this is tedious when inputting numbers in
a large range. Even if the input device were
not a problem, understanding which numbers
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to input would still be difficult for novices or
non-professionals.

Consequently, we developed a new virtual
3D gearbox widget (described briefly in Sec-
tion 2.4.2) with multiple interconnected gears
that enable one to make both large and fine ad-
justments to values 13). The virtual 3D gearbox
widget is implemented as a widget in the it3d
class library 12), which is a Java class library for
3D applications. The programmer can specify
the gear ratios of interconnected gears, and the
appearance of the gears matches the specified
gear ratio. Familiarity with gears in the real
world means that users can easily understand
how the gear ratio changes values. Although
the virtual 3D gearbox widgets provide an in-
tuitive and precise interface, it is not as suit-
able as direct manipulation by hand for making
approximate adjustments. Direct manipulation
by hand is more efficient than virtual 3D gear-
box widgets for approximate adjustments 14).

One way to solve this problem would be to use
a combination of direct manipulation by hand
and gearbox widget, i.e., direct manipulation
by hand can be used to place virtual objects in
an approximate position, and then the widget
can be used to move them precisely. This must
be done in a way that maintains usability, oth-
erwise the combination will be less usable than
widgets or hand manipulation.

Some researches have been done on 3D
interaction techniques such as the silk cur-
sor 22), body-relative interaction 11), go-go in-
teraction 16), ray-casting interaction 3), the im-
age plane interaction 15), scaled manipula-
tion 5), and IntenSelect 7). These use a hand-
held device such as a stylus to manipulate a
virtual object but they use neither virtual gear-
box widgets nor direct manipulation by hand.
There has been little previous research directly
in the area of gearbox widget in fine adjust-
ments. It is possible to apply the scaled ma-
nipulation 5) to manipulation by hand and the
scaled manipulation that uses speed-dependent
adjustments will improve the efficiency within a
limit of accuracy. However, some people could
not complete a task of high accuracy even if
some other people could. We need a reliable
method for a task of high accuracy.

Research on the virtual gearbox widgets 13)

has demonstrated the effectiveness of the gear-
box widget in an immersive environment. How-
ever, combinations of direct manipulation by
hand and the virtual widgets have not been

evaluated. A few researches on combinations
of direct manipulation by hand and widget for
interaction with virtual objects have been pre-
sented, e.g., Refs. 3), 20), 21), but they were
not used for fine position adjustment. The use
of combinations of methods often makes the ef-
ficiency lower than the sole use of each method.
An appropriate combination of methods should
be investigated. The work reported here, which
results from a project that attempts to solve
problems for manipulations and adjustments in
immersive environments, enables efficient and
precise adjustments of positions.

2. Method

We conducted an experiment to evaluate the
usability of the combination of direct manipu-
lation by hand and precise adjustment using a
3D virtual widget for positioning virtual objects
in an immersive environment. The hypothe-
sis was that combination of direct manipula-
tion by hand with manipulation by using gear-
box widget would be effective because the hand
can move virtual objects and place them in an
approximate position, and the gearbox widget
can precisely adjust their positions. This would
be demonstrated by performance and subjec-
tive preference.

2.1 Experimental Environment
The experiment was performed in a virtual

environment called TEELeX (Tele-Existence
Environment for Learning eXploration) 1).
TEELeX is a kind of surround display system
that employs immersive projection technology.
It has a large cubic screen, each face of which is
3 meters by 3 meters. Circular polarization is
employed to give a stereoscopic view to users.
In other words, passive stereo is used. We used
one stereoscopic face in the experiment to eval-
uate the interaction methods in a simple and
usual VR environment.

The experiment used a PC-based system.
The system runs on a PC workstation (Dell
Precision 530 with dual 2-GHz Pentium 4
Xeon processors and a 3DLabs Wildcat II 5110
graphics board supporting dual displays). A
Six-DoF (degree of freedom) position tracker
(Polhemus Fastrak) and a sensor glove (Virtual
Technologies CyberGlove) are used to detect
the position and motion of the user’s body and
hand. The experimental software was devel-
oped using the Java programming language, the
Java 3D class library, and the it3d library 12),
which is an interactive toolkit library for 3D ap-
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Fig. 1 Experimental task.

plications with artificial reality (AR) technolo-
gies.

2.2 Experimental Task
The subjects were asked to move a control

sphere into a target sphere (translucent) in an
immersive virtual environment. Figure 1 illus-
trates the experimental task. When the control
sphere was moved into the target sphere, the
control sphere turned blue, indicating to the
subject that the control sphere was within the
target region. We measured the time taken to
move the control sphere from the initial position
into the target sphere. Although the subjects
were asked to complete the task as quickly as
possible, some of them could not complete the
task in the specified period in some trials. We
had a cut-off time of 2 minutes (120 seconds)
because we did not want the subjects to get
too tired after one trial. Moreover it is imprac-
tical to take more than 2 minutes for one ad-
justment. A pilot experiment showed that the
subjects rarely needed more than 2 minutes to
complete the task if they could complete it.

The control sphere was initially centered at
(3, 3, 3) (unit: cm) and the target position was
at (0, 0, 0). Those positions are specified by a
coordinate system in a position-tracker space,
or a physical space. One centimeter is the
unit of the position-tracker space. The ori-
gin (0, 0, 0) of the position-tracker space lies at
120 cm above the center of the floor screen face.

The radius of the control sphere was 1.5. The
target spheres had a radius of 4.5, 3.0, 2.0, or
1.7. Orientation was not considered, so a sphere
was chosen as the shape of the control and the
target in the experiment.

To clarify the depth of the control sphere,
an identically sized translucent sphere (refer-
ence sphere) was displayed inside the target
sphere at (0, 0, 0). The subjects could under-
stand the depth differences by comparing the
size of the control sphere with that of the ref-
erence sphere. At the target position, the two
spheres were nested. The inner sphere was the
reference sphere and the outer sphere was the
target sphere.

In order to avoid motion sickness in the ex-
periment, a viewpoint camera was placed at a
fixed position (0, 0, 40) in the position-tracker
space and along the −Z axis direction. In other
words, head tracking was not employed in the
experiment. The angular field of view of the
camera was 90 degrees. Both the horizontal
field of view and the vertical field of view were
the same because the width and height of the
screen face was the same as described in Sec-
tion 2.1.

2.3 Subjects
Twelve participants (5 male, 7 female) took

part in the experiment. They were all univer-
sity students. They were from 19 to 23 years
old (mean age = 20.2 years) with normal vi-
sion. They had little or no VR experience and
were paid for their participation in the exper-
iment. Each subject performed the task using
five methods (described in Section 2.4) in dif-
ferent order.

2.4 Design
Regarding the use of a combination of di-

rect manipulation by hand, and the gearbox or
slider widgets, there are seven possible interface
combinations: direct manipulation by hand
alone (referred to as hand), gearbox widget
alone (referred to as gear), slider widget alone
(referred to as slider), hand+gear, hand+slider,
gear+slider, and hand+gear+slider. The use
of both gear and slider required too much
space, making it impractical. Therefore, we
omitted the last two combinations and tested
five methods: (1) hand, (2) gear, (3) slider,
(4) hand+gear, and (5) hand+slider. In the
following subsections, each interaction method
will be briefly described. The sole use of
(1) hand, (2) gear, or (3) slider is discussed in
our previous paper 14). Please refer to it for
more details.

In all the experiments using each interaction
method, the actual scenes were presented to a
subject as stereoscopic images. Moreover the
widgets and the control sphere were manipu-
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Fig. 2 An example of gearbox widgets.

lated by a hand wearing a sensor glove.
2.4.1 Direct Manipulation by Hand
With the direct hand manipulation method,

the user pinches the control sphere between his
or her thumb and forefinger to hold it, moves
the control sphere to the target, and then re-
leases it by opening the hand. Direct manipula-
tion by hand is more similar to real-life actions
than the use of a handheld device.

2.4.2 Gearbox
Our gearbox widget imitates a physical gear-

box virtually and abstractly. Rotating its gears
changes a value. In this widget, multiple gears
can be interconnected. Familiarity with gears
in the real world means that users can easily un-
derstand how the gears change the value based
on the gear ratio. The appearance of the gears
matches the specified gear ratios although the
interconnection between gears is not limited to
physical structures.

The example of a gearbox widget shown in
Fig. 2 has three dials. The back gear (the
larger gear) and the front gear (the smaller
one), which are concentric, constitute one dial
for rotational manipulation. The front gear of
the leftmost dial is omitted.

Any two adjacent dials are interconnected
with an intermediate gear. The intermediate
gear engages with the back gear of the dial at
its left and with the front gear of the dial at its
right. The intermediate gear is used to main-
tain the rotational direction of the dials for ma-
nipulation. If the intermediate gear is not used,
the rotational directions of adjacent dials for in-
crease are different. The intermediate gear does
not prevent rotating the dials by hand although
this is impossible in the real world. The size of
the intermediate gear does not affect the ratios
of the adjacent dials.

The leftmost dial is used for large value
changes, and the rightmost dial is used for small
changes. The value ratios of the dials in Fig. 2
are 10:2:1 for one revolution. The programmer

Fig. 3 Monoscopic screenshot of using property panel
with gearboxes to perform the task.

can specify the value ratio of a dial for one rev-
olution. The sizes of the back gears are all the
same in this example. Thus, the sizes of the
front gears are appropriately determined by the
gearbox widget based on the specified value ra-
tios. For example, the value ratio of the second
dial from the right to the rightmost dial is 2:1.
Therefore the size ratio of the back gear to the
front gear of the rightmost dial is 2:1. Simi-
larly, the value ratio of the leftmost dial to the
middle dial is 5:1.

Experimental settings for the gearbox will be
explained in the following. A property panel
for the control sphere is used with a virtual 3D
gearbox. As shown in Fig. 3, three gearboxes
on the panel move the control sphere. The value
ratio of the dials for each axis in Fig. 3 is 10:1 for
one revolution. A line connected to the control
sphere represents the correspondence between
the control sphere and the property panel. Se-
lecting and moving the property panel’s title
bar can move the entire panel. Although Fig. 3
is monoscopic, each subject saw stereoscopic
scenes and manipulated virtual gearboxes with
his or her hand as stated before.

2.4.3 Slider
A property panel with virtual 3D sliders is

shown in Fig. 4. The size of the property panel
with sliders is the same as the property panel
with gearboxes. The width of each slider track
for position control was the same as the width
of each dial in the virtual gearbox. Increasing
the width of the slider track would make control
easier and more precise, but that method would
require more space. We conducted the experi-
ment to compare the gearbox method with the
slider method on the condition that the prop-
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Fig. 4 Monoscopic screenshot of using a property
panel with sliders to perform the task.

erty panel sizes were the same.
A vertical arrangement of the sliders in-

creases the width of the slider track but de-
creases its height. Depending on the size prop-
erty of the used panel, the height of the slider
and the clearance between the sliders are too
small to manipulate each slider separately. The
small clearance often causes unintended ma-
nipulation of adjacent sliders. Therefore we
adopted a horizontal arrangement of the sliders
in the experiment to remove unintended manip-
ulation from them.

Although it is possible to use multiple inter-
connected sliders like interconnected gears, the
use of multiple sliders causes problems. A slider
has an upper limit and a lower limit. When a
slider knob reaches its limit, another slider for
large change has to be manipulated or the slider
knob has to be reset. If another slider for large
change is manipulated, the fine adjustments
that have been performed become invalid. The
reset of the slider knob needs additional ma-
nipulations of a button or another widget to
change the slider knob, and thus complicates
the manipulation for adjustments. Moreover,
multiple interconnected sliders are not used in
daily life. On the other hand, the gearboxes can
use a metaphor from everyday life.

The range of each slider is between −15 and
15. This range is narrower than that used in our
previous experiments 13),14) although the range
may be too narrow for practical use. The nar-
row range enables a subject to adjust a value
easier than the range used in our pilot experi-
ments.

2.4.4 Direct Manipulation and Gear-
box

In this method, the position and orientation
of the control sphere may be adjusted by the
gearbox widgets and direct manipulation by
hand. In the experiment, the subjects were not
required to use both direct manipulation and
gearboxes in one trial. They were free to choose
only direct manipulation or only the gearboxes.
For example, in a task where the target was
large, the subject was expected to use only di-
rect manipulation by hand because that task
requires only approximate positioning. The size
of gearboxes on the property panels was the
same as in the gearbox-only method.

Adjustments by either method can be used
in one session, but both methods should not be
used simultaneously. Trying to do both simul-
taneously by using both hands causes a prob-
lem in which direct manipulation of the tar-
get generally disagrees with manipulation of the
widget. For example, let us consider a situa-
tion where direct manipulation indicates point
P and the widget indicates point Q which is dif-
ferent from P . If direct manipulation has prece-
dence over the widget, precise adjustments by
manipulating the widget are overridden by ap-
proximate adjustments through direct manip-
ulation. This makes the widget useless. Con-
versely, if the widget takes precedence on direct
manipulation, the target moves away from the
hand position and the target is released from
the hand. Both cases are undesirable, however,
we think that direct manipulation should have
precedence over the widget because some slips
in dialing are tolerable but disagreement be-
tween the hand position and the object position
are non-intuitive and intolerable.

2.4.5 Direct Manipulation and Slider
The method of using both direct manipula-

tion and sliders is similar to the method of using
both direct manipulation and gearboxes. The
main difference is that the sliders are placed on
the property panel to adjust a control sphere.
The size of sliders on the panel is the same as
in the slider-only method.

2.5 Procedure
We used a within-subject design. For each

method, the functions of the system and the
task were explained to the subjects, and each
subject was given practice tasks to learn how to
use the sensor glove and the interaction meth-
ods. These practice sessions were followed by
data collection sessions. The experiment was



Vol. 48 No. 11 A Study on Approximate and Fine Adjustments by Hand Motion 3573

held for two days. The subject performed each
task once a day. That is, the subject performed
each task twice in the total experiment.

After they finished testing all the methods,
the subjects were asked to complete a question-
naire. The question was: “How do you rate the
method tested just now? Please rate each item
on a scale of 0 to 9.” In the scale, 0 = lowest
preference, and 9 = highest preference. The
question consisted of six items related to speed,
accuracy, ease of use, fatigue, satisfaction, and
the desire to use.

3. Results and Discussion

3.1 Incomplete trials
Figure 5 shows the number of incomplete

trials for the methods and target sizes. Each
subject tried each task twice, and the number
of the subjects was 12. Thus, the number of all
trials was 24. Figure 5 shows that the meth-
ods of only using sliders or only using direct
manipulation by hand resulted in some incom-
plete trial when the target sizes were small (1.7
or 2), whereas all subjects could complete the
task by using the gearbox widgets. The incom-
plete trial means that the subject did not com-
plete the task within the time limit (120 sec-
onds in this experiment). The difference of the
number of the incomplete trials between the
hand-only and the hand+gear was significant
(p < 0.0001) with a two-tailed Fisher’s exact
test, and the difference between the slider and
hand+gear was significant (p < 0.05) where the
target size was 1.7.

These results showed that the combination of
the hand and the gearbox widget is better than
hand-only or sliders and thus useful for precise
adjustments. The results also showed that the
slider, which is often used in GUIs to control
coordinates, is unsuitable for fine-tuning in the

Fig. 5 Number of incomplete trials.

immersive environment since it is difficult to
move the slider precisely with an unsupported
hand.

When the virtual 3D gearbox widgets were
not used, some subjects could not complete
some tasks. Direct manipulation could not
complete the tasks due to measurement errors
of a position-tracker and control errors of hand.
The virtual 3D gearbox widgets enabled the
subjects to complete the tasks within a practi-
cal period of time. In real applications, the sole
use of an interface method that results in in-
complete trials would be impractical. The vir-
tual 3D gearbox widgets and the combinations
of direct manipulation and virtual 3D widgets
could improve this situation. In other words,
they were reliable methods to complete a task
within a reasonable period of time.

This experiment used the narrower range
[−15, 15] of a slider than [−30, 30] in the previ-
ous experiment. This setting was favorable to
the slider but the result showed that the gear-
box was superior to the slider for small targets.

The initial position of the control sphere was
nearer to the target in this experiment than the
previous experiment but this change of the ini-
tial position did not influence superiority of the
gearbox for small targets.

3.2 Target size and performance
This subsection describes the relationships

between target size and performance. As men-
tioned in Section 3.1, some experimental trials
in the slider, the hand, and the hand+slider
where the target size was 1.7, and the hand
where the target size was 2 were incomplete.
Therefore a simple calculation of the mean com-
pletion time is impossible in those cases. Hence,
we first show the median of trial time ☆. Median
of trial time is shown in Fig. 6. In the figure,
the trial time of incomplete tasks is shown as
120 seconds.

The average time of the total trials is also
shown in Fig. 7. In calculating the average
time, completion time of incomplete trials was
counted as 120 seconds, which was the lower
bound of completion time even if the actual cut-
off time was longer. We evaluated the effects
that sizes had on the differences between the
five methods. There were significant differences

☆ For readers who are not familiar with the notion, the
median, is a robust estimate of the center of a sam-
ple of data because outliers have little influence on
it. Therefore the median is expected to be a robust
index of tendency where some tasks are incomplete.
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Fig. 6 Median of trial time.

Fig. 7 Average time of trials.

between the five methods for each of the target
sizes 2, 3 and 4.5, F(4, 55) = 3.97, p < 0.05,
36.12, and 47.28, respectively, all p < 0.0001.
This means that significant differences in time
remained when the target size was varied. The
post hoc Tukey HSD test showed that when the
target size was 4.5 or 3.0, hand or hand+gear
was better than gear only, p < 0.0001, and this
means that the method of using direct manip-
ulation by hand was superior to the sole use of
virtual 3D widgets.

Where the target size was 1.7, there were
some incomplete trials when using slider, hand,
and hand+slider, thus we used the median test
with a two-tailed Fisher’s exact test for com-
parison between the three methods or between
each of the three methods and each of the other
two methods (i.e., gear, hand+gear). The re-
sults showed that the differences between the
gear and the hand, between the hand and the
hand+gear, and between the hand and the
hand+slider were significant where the target
size was 1.7 (all p < 0.0001) as shown in Fig. 6.
The result thus shows that when the target
size was 1.7, the hand-only method was worse
than other methods. When the target size was

Fig. 8 Subjective preference of the five methods (0 =
lowest preference, 9 = highest preference).

1.7, using either the slider method (average =
68.8 s) or the hand method (average = 103.2 s)
took more time to complete the tasks than
the gear method (average = 43.3 s) or the
hand+gear (average = 40.9 s) and hand+slider
(average = 46.1 s) combination methods. How-
ever, there was no significant difference between
gear and hand+gear at 1.7.

3.3 Preference
Figure 8 shows the respective subjective rat-

ings and the overall ratings. The overall rat-
ings were based on the average value of the an-
swers given by the subjects to the six question
items. The hand+gear method was most pre-
ferred (mean = 7.49). A significant difference
was found in the overall ratings of the five meth-
ods, F(4, 25) = 39.09, p < 0.0001.

The hand+gear method was also rated as
best for all questions. The second best was the
gearbox method for all questions. The worst
was the slider method. A significant differ-
ence was also found between the hand+gear
and hand+slider methods, F(1, 10) = 37.1,
p < 0.001. We think that this difference re-
sulted from the quantitative differences like the
number of incomplete trials.

These results show that the hand+gear
method was better than the hand+slider
method. The qualitative results also show that
the combination had a significant effect on sub-
jective preference. In all of the categories, sub-
jective preferences were significantly rated high
when the combination was used (see Fig. 8).

Taking the results of Sections 3.1, 3.2 and 3.3
together, the hand+gear combination method
is the best of the five methods for a wide range
of accuracy. This range includes low accuracy
in which the gear was not the best.

4. Conclusion

We have focused on intuitive interfaces in an
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immersive virtual environment and have pro-
posed an interface that combines direct ma-
nipulation by hand and gearbox widget ad-
justment. We then evaluated the hand+gear
method through the experiment.

The results of the experiment show that, in
terms of manipulation time and subjective eval-
uation, the hand+gear method was better than
other combination methods and better than the
individual use of hand, gear, or slider. The
quantitative results support the hypothesis that
the combination of hand+gear will improve the
usability. The hand manipulation helps users
move a virtual object directly, approximately
and efficiently and the gearbox widget helps
users move a virtual object indirectly and pre-
cisely. The combination of hand+gear makes
it significantly easier for a user to manipulate a
virtual object efficiently and precisely.

In summary, our proposed technique effi-
ciently enables users to adjust the position of
a virtual object both approximately and pre-
cisely. These results give designers a simple way
to increase the usability of manipulation in im-
mersive virtual environments. Future work in-
cludes investigation on other combinations of
input interfaces.

Acknowledgments We would like to
thank the anonymous reviewers and the meta-
reviewer for their valuable comments.

This research was partially supported by a
Grant-in-Aid for Scientific Research (14380090,
19650251), and by the R&D support scheme for
funding selected IT proposals of the Ministry of
Public Management, Home Affairs, Posts and
Telecommunications (Japan).

References

1) Asai, K., Osawa, N. and Sugimoto, Y.: Virtual
Environment System on Distance Education,
EUROMEDIA ’99, pp.242–246 (1999).

2) Barnes, G.: Visual Programming Agents for
Virtual Environments, 2000 AAAI Spring
Symp., pp.173–177.

3) Bowman, D. and Hodges, L.: An evaluation
of techniques for grabbing and manipulating
remote objects in immersive virtual environ-
ments, Symposium on Interactive 3D Graphics,
pp.35–38 (1997).

4) Conner, B., et al.: Three-dimensional wid-
gets, Interactive 3D graphics Symposium 1992,
pp.183–188 (1992).

5) Frees, S. and Kessler, G.D.: Precise and Rapid
Interaction through Scaled Manipulation in
Immersive Virtual Environments, IEEE Vir-

tual Reality 2005, pp.99–106.
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