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Peer-to-Peer multimedia streaming is expected to grow rapidly in the near future. Packet
losses during transmission are a serious problem for streaming media as they result in degrada-
tion of the quality of service (QoS). Forward Error Correction (FEC) is a promising technique
to recover the lost packets and improve the QoS of streaming media. However, FEC may de-
grade the QoS of all streaming due to the increased congestion caused by the FEC overhead
when streaming sessions increase. Although streaming media can be categorized into live and
on-demand streaming contents, conventional FEC methods apply the same FEC scheme for
both contents without distinguishing them. In this paper, we clarify the effective ranges where
each conventional FEC and Retransmission scheme works well. Then, we propose a novel FEC
method that distinguishes two types of streaming media and is applied for on-demand stream-
ing contents. It can overcome the adverse effect of the FEC overhead in on-demand streaming
contents during media streaming and therefore reduce the packet loss due to the FEC over-
head. As a result, the packet loss ratios of both live and on-demand streaming contents are
improved. Moreover, it provides the QoS according to the requirements and environments
of users by using layered coding of FEC. Thus, packet losses are recovered at each end host
and do not affect the next-hop streaming. The numerical analyses show that our proposed
method highly improves the packet loss ratio compared to the conventional method.

1. Introduction

In recent years, peer-to-peer (P2P) multime-
dia streaming is becoming increasingly popu-
lar with the development of broadband net-
works. In P2P streaming, if the quality of ser-
vice (QoS) of streaming media at a current hop
is degraded during transmission, the degraded
media stream is forwarded to the next-hop end
host and this results in all remaining end hosts
receiving the lower quality of streaming me-
dia. Therefore, it is important to recover QoS
degradation at each end host before forwarding
streaming media. However, the QoS currently
provided by the Internet is not good enough for
these media and packet losses are considered as
the main factor that degrades their QoS. This
can be solved by the implementation of for-
ward error correction (FEC) scheme. However,
it is well-known that conventional FEC meth-
ods may degrade the QoS of all streaming me-
dia due to increased congestion caused by the
FEC overhead when the number of streaming
sessions increases. Therefore, it is necessary to
find a proactive technique to avoid this degra-
dation to improve their QoS. This paper is fo-
cused on a P2P streaming and proposes a novel
FEC scheme that minimizes the adverse effects
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of FEC overheads. Furthermore, it provides a
QoS according to the requirements and equip-
ments of users by using the layered FEC coding.
Thus, packet losses are recovered at each end
host and do not affect the next-hop streaming.
Consequently, it can provide a higher quality
media even in a wide-area streaming by repeat-
ing this loss recovery process.

The rest of this paper is organized as follows.
Section 2 describes the related works of this
study. In Section 3, we discuss the proposed
method in detail. The performance of the pro-
posed method is numerically evaluated and the
results are presented in Section 4. Consider-
ation for implementation is described in Sec-
tion 5. Finally this paper is concluded in Sec-
tion 6.

2. Related Works

Packet loss recovery techniques that guaran-
tee the end-to-end QoS can be categorized into
Retransmission and FEC.

In Retransmission, the sender retransmits
lost packets according to the notification from
the receiver. This simple retransmission mech-
anism is called Automatic Repeat reQuest
(ARQ). The retransmission delay is unaccept-
able for streaming media as they are sensitive to
delays. Moreover, ARQ may cause more con-
gestion leading to a network collapse because
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packet losses in the Internet generally occur due
to network congestion. It is clear that ARQ
is not a suitable recovery scheme for a packet
loss due to network congestion 14). Generally,
the retransmission methods for streaming me-
dia need to control the source transmission rate
according to the network condition 1),2). It is
based on the Additive-Increase Multiplicative-
Decrease (AIMD) algorithm 14). In this pa-
per, retransmission represents the retransmis-
sion scheme with the rate control for simplic-
ity. However, the multiplicative decrease and
additive increase of the source rate result in
degradation of the user-level QoS. When the
P2P streaming with this technique is used, the
degraded streaming media is forwarded to the
next-hop end host. The QoS of these media
is highly degraded as the number of end hosts
forwarding the streaming increases. From these
descriptions, although it is clear that Retrans-
mission is effective to solve network congestion,
it is not considered as a suitable scheme for the
P2P streaming. Therefore, FEC is preferred.

In FEC, the redundant packets, which are
generated from original media packets by the
use of an error correction code, are transmitted
along with the media packets so that the lost
original packets can be recovered using these re-
dundant packets 3),14). As this method provides
resilience to loss with an acceptable latency, it
is suitable for streaming media. This technique
requires a redundant bandwidth called an FEC
overhead. When an FEC of (n,k) block code is
applied, where n is the total number of packets
and k is the number of media packets, it adds
(n-k) redundant FEC packets for every k me-
dia packets. Notation n and k are called block
and data lengths respectively. When there are
packet losses and if any k packets of n block
length are received at the receiver end, all orig-
inal media packets within the n block length
can be recovered using FEC. In contrast to
Retransmission, the quality of the lost packets
retrieved using FEC packets is the same as the
original media stream. When P2P streaming
with the FEC is used, packet losses can be re-
covered using FEC if they are within the FEC
recovery ability. Then, lost packets recovered
by FEC are forwarded to the next hop end host.

2.1 Issues in FEC Techniques
Generally FEC overheads increase network

congestion with the increase of streaming ses-
sions using FEC, leading to more packet losses.
These losses are beyond the FEC recovery abil-

ity and cannot be recovered using FEC. It is
well-known that this increased congestion due
to FEC overheads may degrade the QoS of all
streaming media sent to the network 4),5),14).
One popular technique to avoid this adverse ef-
fect is to limit the bandwidth where FEC is
applied. When FEC is applied to a part of the
whole bandwidth, the QoS of that particular
part is considerably improved, but the QoS of
the remaining part is slightly degraded 5). If
this limitation is applied, it is valid to assume
that the FEC overhead is negligible. This as-
sumption is widely used in all conventional FEC
methods and is valid for both past and cur-
rent networks, where the bandwidth capacity
of access networks is small and the amount of
real-time traffic is not great. However, in the
near future, streaming media will increase dras-
tically due to the implementation of broadband
access networks. Future networks will have
more real-time traffic. Moreover, session du-
rations of these media will tend to increase and
therefore redundant FEC packets will continu-
ously be added to the media stream for a longer
duration. The assumption to neglect FEC over-
heads might be invalid for future networks.

In conventional streaming schemes, the same
FEC techniques are applied to both live and
on-demand streaming contents without distin-
guishing them. Since FEC is created instan-
taneously for live streaming contents and is
sent along with media packets, it is difficult to
avoid the FEC overhead being added to me-
dia packets throughout the duration of the ses-
sion. However, if the FEC overheads of the on-
demand streaming contents can be avoided, this
will be an attractive solution because the FEC
overheads are caused by only the live stream-
ing contents. Since the demand for on-demand
streaming contents such as Video on demand,
e-learning system and Internet TV increases,
it is likely to accommodate the adverse effect
of the FEC overhead within the limitation of
bandwidth where FEC can be applied without
degradation. Therefore, a new FEC method for
on-demand streaming contents that avoids the
adverse effects of the FEC overhead during me-
dia streaming is required. As a result, the QoS
of both live and on-demand streaming contents
can be improved because the FEC overheads
are negligible as in past and current networks.

From these, it is desirable to have the follow-
ing features in such an FEC scheme.
• Recover packet losses at each end host us-
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ing P2P streaming.
• Avoid QoS degradation due to FEC over-

heads during media streaming.

3. Proposed Method

The repaired stream using FEC will be the
same as the original stream as described in Sec-
tion 2. We focus on this advantage and propose
a novel FEC method for the on-demand stream-
ing contents.

3.1 Referential Loss Recovery
Streaming media is sensitive to transmission

delay. However, regarding the on-demand con-
tent, there is a permissible delay time before its
communication starts. It is called the start-
up delay 6). We propose the referential loss
recovery (RLR) method, which separates the
FEC packets from the original media packets
and creates an FEC content consisting of the
FEC packets when the media content is cre-
ated. This FEC content is sent to the re-
ceiver end using TCP before media streaming
to make sure the receiver end receives it cor-
rectly. TCP adjusts its transmission rate based
on the AIMD algorithm according to the net-
work congestion. When the retransmission due
to the packet loss is done, TCP multiplicatively
decreases the transmission rate since it assumes
the packet loss occurs due to the network con-
gestion. Therefore, the adverse effects of FEC
overheads can be ignored. As usual, media
packets are transmitted using RTP and UDP.
Generally, UDP flows are unfair to competing
TCP flows 15). The TCP flows reduce their
sending rates in response to congestion, leaving
the UDP flows to use the available bandwidth.
This behavior of competing TCP and UDP
flows is evaluated by way of computer simula-
tions 15). Also many studies have addressed this
well-known problem 1),2),15). In other words,
TCP provides a reliable transmission at the ex-
pense of transmission time. The transmission
sequence of our proposed method is shown in
Fig. 1. It is clear that the RLR method can
avoid the adverse effects of FEC overhead dur-
ing media streaming at the expense of the start-
up delay time. If media packets are lost, they
are recovered by referring to the FEC content
already received at the receiver end. Thus, the
proposed method can limit the adverse effects of
FEC overheads to live streaming contents and
these overheads can be minimized.

When P2P streaming with RLR is used, the
FEC content is delivered to each end host be-

Fig. 1 Transmission sequence in proposed concept.

fore media streaming. Packet losses can be re-
covered using it at each end host before the
stream is forwarded to the next-hop end host
if they are within the FEC recovery ability. In
other words, the degradation of QoS at one hop
is minimized for the next-hop streaming and
each end host can receive a higher quality of
streaming media. Therefore, this technique is
suitable for P2P streaming.

3.2 Layered FEC Coding for Delivery
of FEC Content

In RLR, the delivery method of FEC con-
tent for each end host is an important factor
that must be considered. When the FEC con-
tent is generated, a layered coding is applied to
provide a different FEC recovery ability accord-
ing to the user requirement of QoS and equip-
ment. The concept of layered FEC is already
proposed 7). In this method, multicast groups
of media streaming and FEC provisions are cre-
ated separately. Some FEC multicast groups
are created to provide a different loss recovery
ability. The packet loss of media stream is re-
covered by combining appropriate FEC multi-
cast groups. However, the adverse effects of the
FEC overhead cannot be solved in this scheme.
Here, we propose a layered coding method of
FEC suitable for P2P streaming using RLR.
Many types of FEC block codes such as Reed-
Solomon (RS) 18), Tornade 19) and Single Par-
ity Check (SPC) 3) codes have been deployed.
It is clear that the RLR concept can be applied
using these codes because the FEC content cre-
ated by them are sent before media streaming
starts. According to Ref. 8), SPC codes have
sufficient ability to recover lost packets for au-
dio applications. In Ref. 9), it is shown that
the SPC code with a packet discarding scheme
at routers provides sufficient loss recovery abil-
ity for video applications. The SPC code is
the simplest approach. It is easy to compute
and adapt 14). Moreover, the block length of
the SPC code is generally shorter than that of
RS and Tornade Codes when the coding rate of
FEC is the same 14). This makes the recovery
of lost packets fast. Therefore, we focus on the
SPC codes. There are two layers, namely the
base and the extended (ext) layers in layered
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Fig. 2 Encoding process of layered FEC coding.

Fig. 3 Decoding process of layered FEC coding.

coding. It is assumed that FEC with (4,3) SPC
code is applied. As shown in Fig. 2, the en-
coding process of layered coding at the sender
end is as follows. FEC packets are created by
(4,3) SPC code from media packets. The base
layer will have only one FEC packet (‘a’) for
every two FEC packets (‘b’ and ‘c’) generated
by (4,3) SPC code. This results in one FEC
packet in base layer for every 6 media packets.
In other words, base layer FEC (‘a’) is gener-
ated by (7,6) SPC code and this can be eas-
ily obtained by sending the two FEC packets
(‘b’ and ‘c’) through an exclusive-or gate (‘b’
XOR ‘c’ = ‘a’). The ext layer consists of all
odd FEC packets generated by (4,3) SPC code.
The decoding process of layered coding at the
receiver end is as follows. When the receiver
end receives only the base layer of FEC con-
tent, lost packets are recovered using (7,6) SPC
code. If both base and ext layers are received,
it is possible to obtain the original (4,3) SPC
generated FEC packets, as shown in Fig. 3. In
other words, FEC packet (‘b’) can be directly
obtained from the ext layer and FEC packet
(‘c’) can be obtained by sending FEC packets
(‘a’ and ‘b’) through an exclusive-or gate. The
generations of original (4,3) SPC FEC packet

s are done before receiving the media packets
since FEC content is sent in advance. Thus, lost
packets are recovered using (4,3) SPC code.

4. Performance Evaluations

The performance of the proposed RLR is nu-
merically evaluated compared to conventional
FEC methods. First, the problem due to the
FEC overhead in conventional FEC methods is

presented. After the basic characteristic of the
proposed method is analyzed for unicast com-
munications, the performance of RLR in P2P
streaming is evaluated. Finally, the FEC con-
tent size is evaluated and then the contributions
of the proposed RLR are summarized.

Packet loss probability is increased with the
network load at router/switch of the bottle-
neck link. Here, the network load is defined as
the ratio of the bandwidth used for the traf-
fic to the bandwidth capacity of a network
link. In packet switching networks, Ref. 16)
introduces that the performance of a packet
switch with multiple input and output ports
can be approximately analyzed using M/M/1
or M/G/1 model. Packet loss events of the
switch at the bottleneck link can be treated as
a queuing system with a definite queue length.
The M/M/1/K queuing system can be easily
used to model the loss process and the perfor-
mance of the FEC technique in packet switch-
ing networks is evaluated using this queue 17).
Therefore, in order to show the improvement of
the proposed method compared to conventional
methods, their performances are evaluated us-
ing M/M/1/K queue here.

4.1 Analysis of Issues in Conventional
FEC Methods

Let ρ0 denote the initial network load without
considering the FEC overhead. When FEC is
applied to all real-time traffic, it requires an
extra bandwidth, resulting in an increase of the
network load. The realistic network load, ρfec

considering the effect of the FEC overhead is
given by

ρfec = (1 − α)ρ0 +
αρ0

Rcr
(1)

where α and Rcr are the percentage of real-time
traffic with FEC and the coding rate respec-
tively. The Rcr is given by k/n, where k and n
are data and block lengths, respectively. Packet
loss rate considering the FEC overhead during
transmission is calculated as follows.

Ploss fec =
1 − ρfec

1 − ρK+1
fec

ρK
fec (2)

where K is buffer size. From Eqs. (1) and (2),
it is clear that the FEC overhead increases the
network load, leading to the increase of packet
loss rate during transmission. Effective packet
loss ratio (EPLR) of the conventional FEC,
Peplr fec is given by Eq. (3) as follows.
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Fig. 4 Analysis of Issues in conventional FEC.

n∑
i=n−k+1

nCiP
i
loss fec(1 − Ploss fec)n−i (3)

The EPLR is defined as the loss ratio of the
lost packets that cannot be recovered even af-
ter using FEC. Figure 4 shows the EPLR of
conventional FEC with different percentages of
real-time traffic to the total traffic, according to
the network load. Here, the (6,5) SPC code is
applied as an example. K is set to 30 and its re-
sults are presented because the improvements of
the proposed method compared to conventional
methods are almost constant regardless of dif-
ferent values of K. Figure 4 shows that the
EPLRs of all methods increase with the net-
work load. The conventional FEC methods in-
crease EPLRs with the percentage of real-time
traffic, and most of them are higher than EPLR
without FEC. In other words, the FEC over-
head degrades the QoS of streaming compared
to the streaming without FEC. Here, we define
the point at the intersection of a line given by
No FEC with lines given by conventional FEC
methods as the maximum percentages where
FEC can improve the packet loss ratio. When
the network load is less than this threshold,
FEC is considered as a suitable scheme to re-
cover packet losses. When it is more than this
threshold, Retransmission is considered as a
suitable scheme because the conventional FEC
degrades the performance compared to No FEC
situation and therefore Retransmission is effec-
tive to solve the network congestion.

4.2 Evaluations for Unicast Communi-
cations

Streaming media can be categorized into live
and on-demand streaming contents. Therefore,
the percentage of real-time traffic can be writ-
ten as α = αLive + αOndemand, where αLive

Fig. 5 Comparison of RLR to conventional FEC
methods for unicast communication.

and αOndemand are the percentages of live and
on-demand streaming traffic to real-time traf-
fic respectively. In the RLR scheme, the FEC
overhead is caused by only the live streaming
contents. Therefore, the realistic network load
of the RLR scheme minimizing the adverse ef-
fect of the FEC overheads, ρrlr and its packet
loss rate during transmission are given by;

ρrlr = ρ0 + αLiveαρ0

(
1

Rcr
− 1

)
(4)

Ploss rlr =
1 − ρrlr

1 − ρK+1
rlr

ρK
rlr (5)

It is clear that the packet loss rate given by
Eq. (5) is smaller than that given by Eq. (2) be-
cause the adverse effect of the FEC overhead
is minimized. As this packet loss rate during
transmission is applied to both live and on-
demand streaming contents, the QoS of both
contents is improved. The EPLRs of live and
on-demand streaming contents using RLR are
given by Eqs. (6) and (7) respectively.

n∑
i=n−k+1

nCiP
i
loss rlr(1 − Ploss rlr)n−i (6)

k∑
i=n−k+1

kCiP
i
loss rlr(1 − Ploss rlr)k−i (7)

Figure 5 shows the EPLR of RLR compared
to conventional FEC for live and on-demand
streaming contents and without FEC. For sim-
plicity and better comparability with Fig. 4,
the (6,5) SPC code is applied and K is set
to 30. Here, the percentage of real-time traf-
fic is set to 50% as an example since real-
time traffic consumes much of the bandwidth
and the number of sessions of such traffic in-
creases rapidly with the development of broad-
band networks. Also, the percentage of on-
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demand streaming traffic is set to 50% of the
real-time traffic as an example. In conventional
FEC, the performances of live and on-demand
streaming contents are the same because the
same FEC method is applied. The proposed
method greatly reduces the EPLRs of both con-
tents compared to the conventional method al-
though it is applied for only the on-demand
streaming contents, as shown in Fig. 5. The
on-demand streaming contents slightly reduce
the EPLR compared to the live streaming con-
tents in the RLR scheme. From this evaluation,
the improvements of RLR compared to conven-
tional methods can be considered as almost con-
stant, regardless of the network load. Then,
the performance of RLR is evaluated according
to the various ratios of on-demand streaming
contents to real-time traffic when the network
load is fixed. The results of different network
loads indicate the same pattern and therefore,
the result of network load with 0.75 is pre-
sented here. Figure 6 shows that the EPLR
of RLR reduces with the increase of the ratio of
on-demand streaming. Although the demand
for on-demand streaming contents increases as
described in Section 2.1, its ratio depends on
the network situations. Then we evaluated the
performance of RLR using P2P streaming pre-
sented in the next section for the various ra-
tios of the on-demand streaming contents in or-
der to determine the design examples of RLR.
From these evaluations, it is observed that the
performance improvements for P2P streaming
according to the ratio of on-demand contents
are based on the results of Fig. 6. For simplic-
ity, 40% and 70% of on-demand contents are
selected as examples and their results are pre-
sented in the subsequent evaluations.

Fig. 6 Comparison of RLR to conventional FEC meth-
ods according to different ratio of on-demand
streaming content.

4.3 Evaluations for P2P Streaming
Application Level Multicast (ALM) 10) is

used as an example of P2P streaming and its
characteristics are evaluated by a 3-level binary
tree. Let M be the level of binary tree, the
EPLRs of all the methods at each level in the
binary tree are generally given by Eq. (8).

1 −
M∏

j=1

⎧⎨
⎩1 −

Z∑
i=nj−kj+1

ZCiP
i
loss(1 − Ploss)Z−i

⎫⎬
⎭

(8)

where nj and kj are block and data lengths used
at each level respectively. The EPLR of conven-
tional FEC is given by Eq. (8) when Ploss and
Z are Ploss fec and nj respectively. In RLR,
EPLR of live content is given by Eq. (8) when
Ploss and Z are Ploss rlr and nj respectively,
and EPLR of on-demand content is given by
Eq. (8) when Ploss and Z are Ploss rlr and kj

respectively. Table 1 shows 4 proposed meth-
ods with the adoption patterns of delivery of
base and ext layers at each level in the 3-level
binary tree.

Suitable FEC codes for base and ext layers
are determined by evaluating the EPLR of each
SPC code as a design example of RLR. Ta-
ble 2 shows the possible combinations of dif-
ferent FEC codes for base and ext layers. For
example, when (3,2) SPC code is selected as
the FEC code using both base and ext layers,
the (5,4) SPC code must be the FEC code of
the base layer. Figure 7 shows the EPLR of
each combination of FEC codes for base and
ext layers. In Fig. 7(a), when the combination
IV is used, the performances of each code are
almost the same. When the block length for
both base and ext layers is less than 6, the per-
formance of the base and ext layers is worse

Table 1 Delivery way of base and ext layers.

Delivery Level in binary tree

Method 1 2 3
1 Base+Ext Base+Ext Base+Ext
2 Base+Ext Base+Ext Base
3 Base+Ext Base Base
4 Base Base Base

Table 2 Examples of possible combinations of FEC
codes for layered coding.

Layer Combinations of SPC code

I II III IV
Base (5,4) (7,6) (9,8) (11,10)

Base+Ext (3,2) (4,3) (5,4) (6,5)
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(a) 40% of on-demand streaming content

(b) 70% of on-demand streaming content

Fig. 7 Evaluations of each combination of layered
coding.

than that of the base layer because of the FEC
overhead. However, when it is longer than 6,
the performance of the base and ext layers is
better than that of the base layer. This is be-
cause the adverse effect of the FEC overhead
gets smaller and the performance is improved
according to the FEC recovery ability. In con-
trast, in Fig. 7 (b), the performance is improved
according to the FEC recovery ability except for
the combination I. This difference between Fig-
ures 7 (a) and 7 (b) is due to the different ratio
of on-demand contents. Here, the (15,14) SPC
and (8,7) SPC codes are selected for the FEC
contents of base layer and both base and ext
layers respectively as a design example of the
RLR. In the conventional FEC method, the
applied patterns of FEC codes at each level in
the tree are the same as compared in Table 1.
Figure 8 shows the EPLRs of all the methods
at level 3 for 70% of on-demand streaming con-
tents. The proposed methods improve EPLSs
of both live and on-demand streaming contents
compared to conventional methods. From these
results, it is observed that in RLR the perfor-

(a) Live streaming contents

(b) On-demand streaming contents

Fig. 8 Effective packet loss ratio at level 3 for 70% of
on-demand streaming contents.

mance of proposal 1 is better than any other
proposals although in conventional FEC meth-
ods it is vice versa. It is considered that since
the RLR can minimize the adverse effect of
the FEC overhead, proposal 1 using the FEC
code with the higher recovery ability applied for
all levels provides the best performance. How-
ever, in the conventional method 1, its over-
head causes the degradation, which results in
the worst performance. It is also observed that
the improvements of live and on-demand con-
tents in Fig. 8 indicate the same pattern com-
pared to conventional methods. Therefore, the
result of only the on-demand content of which
the ratio is 40% is presented for comparison.
Figure 9 shows that the performance of RLR
indicates the same pattern as Fig. 8, but the im-
provements of EPLR compared to conventional
methods and among the different delivery pat-
terns of the base and ext layers are small com-
pared to Fig. 8.

From these, the proposed RLR, which can re-
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Fig. 9 Effective packet loss ratio of on-demand con-
tents at level 3 for 40% of on-demand contents.

cover lost packets at each end host minimizing
the degradation due to FEC overheads, is suit-
able for P2P streaming to provide a higher me-
dia quality in wide area networks.

4.4 FEC Content Size
FEC content size depends on the media con-

tent length, the bit rate of media stream and
the applied FEC code. Here, the ITU G.726
ADPCM with 32 kbps is adopted as an audio
encoding. The on-off model is used as the voice
source traffic since human speech consists of
talk-spurts and silence gaps that are known as
on-off patterns. The holding time in the on and
off periods is assumed to be exponentially dis-
tributed with mean values of 1.004 s and 1.587 s,
respectively 11). The silence suppression is also
applied. Then, the (7,6) SPC and (4,3) SPC
codes are applied as the FEC codes of base and
ext layers respectively, to reduce the block delay
since the generation of audio traffic is periodic
and is not bursty. For the video source, a con-
stant bit rate traffic with 1 Mbps average rate is
used for the evaluation. The (15,14) SPC and
(8,7) SPC codes are applied as the FEC codes
of base and ext layers respectively. Table 3
shows the FEC content size of each base and ext
layers for the audio and video sources accord-
ing to the different play out time of the media.
Their sizes are increased with the increase of
their play out time. However, all content sizes
are small. Moreover, if a technique of Bit Tor-
rent 12) or Parallel Download 13) is used to make
the best use of P2P technology, its time will be
shorter because all end hosts that have already
downloaded the FEC content can be servers of
this technique.

To summarize all the evaluations, the effec-
tive ranges where each conventional FEC and

Table 3 FEC content size (MB).

Media play out Audio (G.726) Video (1Mbps)

time (min.) Base Ext Base Ext
5 0.076 0.076 2.679 2.679
10 0.151 0.151 5.357 5.357
15 0.227 0.227 8.036 8.036
20 0.303 0.303 10.71 10.71
25 0.378 0.378 13.39 13.39
30 0.454 0.454 16.07 16.07

Table 4 Summary of 4 proposed methods.

Method EPLR FEC content size
Proposal 1 Best Good
Proposal 2 Much better Better
Proposal 3 Better Much better
Proposal 4 Good Best

Retransmission scheme works well is clarified
since the conventional FEC degrades EPLR
with the increase of real-time traffic. The pro-
posed RLR can minimize the adverse effect of
FEC overheads and highly improve EPLRs of
both live and on-demand streaming contents al-
though it is applied for only the on-demand
streaming contents. Its EPLR is improved as
the ratio of the on-demand streaming contents
increases. The evaluations to determine suit-
able FEC codes for the layered coding in RLR
shows that there is a combination of FEC codes
for base and ext layers where the performance
of only the base layer is almost the same as that
of both base and ext layers because of the FEC
overheads. This specific combination varies ac-
cording to the change of ratio of on-demand
contents. In RLR using P2P streaming, there
are 4 patterns of delivery of the base and ext
layers for a 3-level binary tree. Table 4 sum-
marizes the performances of all the proposed
methods in terms of EPLR and FEC content
size. Proposal 1 is the best performance of
EPLR but increases the FEC content size as
both base and ext layers are delivered to each
end host. Proposal 4 is vice versa to proposal
1. Proposals 2 and 3 are intermediate perfor-
mances between proposal 1 and 4. Proposal 2 is
better and worse than proposal 3 for the EPLR
and the FEC content size, respectively. For ex-
ample, when the ratio of the on-demand content
is 70%, proposals 1, 2 and 3 reduce EPLR by
about 40%, 60% and 80% of Proposal 4 respec-
tively but need about 200%, 167% and 133%
of FEC content size compared to proposal 4 re-
spectively. Thus, this method can provide flexi-
ble loss recovery for the users, and each method
is selected according to the requirements of the
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users and the applications.
Multicasting is basically unsuitable for on-

demand streaming contents although it can ef-
fectively reduce the traffic. To solve this, the
Asynchronous Multicasting (AM) technique is
discussed 20). In AM, the on-demand content
is sent by multicasting to users whose requests
are made at about the same time. It is called
shared flow. The initial data of the content that
subsequent receivers cannot obtain is delivered
to the subsequent receivers. It is called patch
flow. One receiver receives a shared flow only,
and the other subsequent receivers receive both
shared and patch flows. Thus, it makes the mul-
ticasting of on-demand contents effective. The
AM has been developed for IP multicast. How-
ever, it is possible to apply it to ALM and P2P
streaming because the difference from IP mul-
ticast is that the function of the multicasting
is implemented in the application layer. Also,
joining and leaving the multicast tree can be
done according to the function of ALM. There-
fore, the AM using P2P streaming with RLR is
effective in providing an on-demand streaming
service with a higher QoS.

5. Consideration for Implementation

In conventional media streaming, the FEC
packets are usually sent as a separate RTP
stream, on a different UDP port but to the
same destination address, to make FEC meth-
ods backward-compatible 14). Therefore, the
synchronization between FEC and media pack-
ets is important. In Ref. 3), the FEC packet
format of RTP is described. Its header has
the sequence number base and mask fields that
are used for the synchronization. The sequence
number base field indicates the minimum se-
quence number of the original media packets
composing this FEC packet. In other words,
this field indicates the first media packet in the
FEC block length. The mask field is a bit mask
indicating which of the packets following the
sequence number base are included in the FEC
operation. These 2 fields can detect the appro-
priate media packets so that each FEC packet
can be applied correctly. Moreover, they can
detect the correspondent FEC packets between
base and ext layers. In RLR, the sequence num-
ber base fields of the corresponding packets in
both base and ext layers indicate the same num-
ber. However, the value of the mask field in
the base layer packets is longer than the ext
layer packets. Thus, it is possible to detect the

appropriate combination between FEC packets
in base and ext layers. The difference between
RLR and conventional streaming is the location
of FEC packets. The FEC stream generated
from the FEC content already at the receiver
ends in the RLR can be considered as a sep-
arate RTP stream in conventional streaming.
Therefore, the RLR is feasible with the same
packet format as Ref. 3) and P2P software.

6. Conclusion

This paper proposes a novel packet loss re-
covery method to provide a guaranteed QoS
for P2P streaming. In the proposed method,
the adverse effect of the FEC overhead is mini-
mized and the quality of streaming for both live
and on-demand streaming contents is highly
improved. By implementing of layered coding
of FEC, it can provide a different QoS accord-
ing to the user requirements and equipment.
Packet losses are recovered at each end host and
do not affect the next-hop streaming. Thus,
it can provide a higher quality of streaming in
wide-area networks by repeating this loss recov-
ery process. The FEC content sizes to down-
load during start-up delay time are small and
we believe this start-up delay is within tolerable
limits. This scheme does not need the feedback
information and is a suitable scheme for P2P
streaming in the future broadband Internet.
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