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#### Abstract

We propose a length-preserving enciphering scheme that achieves PRP security and streamable decryption. No enciphering scheme satisfying these properties is known. Our enciphering scheme is suitable for secure communication on narrowband channels and memory-constrained devices. Although length-preserving enciphering schemes satisfying the SPRP security, which is stronger than the PRP security, are known, it is impossible to support the SPRP security and the streamability at the same time. Namely, the memory to store an entire plaintext/ciphertext is required. When the decryption is performed with memory-constrained devices, the PRP security is the strongest concept of achievable security.
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## 1. Introduction

### 1.1 Background

Due to development of sensor devices and small wireless devices, technologies for achieving secure communication on resource-constrained networks are much in demand these days. Lightweight cryptography is an important primitive for achieving secure communication on resource-constrained networks. In particular, lightweight blockciphers/hash functions have been studied actively [1], [4], [5], [8], [9], [13], [18]. Since a blockcipher is a permutation on small domain, a mode of operation is required to encrypt large data. Use of the mode of operation often causes length-expansion of data. For example, the CBC mode requires an initialization vector and the CTR mode requires a counter. In general, the length-expansion is not desirable for narrowband channels. There are cases where length-preservation is a requirement due to technical or economic constrains.
The strongest notion of security for a length-preserving encryption scheme is strong pseudorandom permutation (SPRP) and tweakable SPRP. Motivated by the application to disk encryption, constructions of tweakable SPRP have been proposed. We took notice of the fact that the SPRP constructions are not streamable. Namely, no part of a ciphertext is obtained before reading through a plaintext, and no part of a plaintext is obtained before reading through a ciphertext. This is undesirable for memory-constrained devices because memory to store entire data is required. This also implies that the SPRP constructions are not suitable for real-time communication. In such cases, one may want to use an encryption scheme that achieves a stronger notion of security (i.e., PRP) than the strongest notion of security (i.e., SPRP). If the PRP security is sufficient for applications, then it may be possible to decrypt a ciphertext streamably. To

[^0]the best of our knowledge, there is no mode of operation satisfying (1) length-preserving, (2) streamable decryption, and (3) PRP security.

### 1.2 Our Contribution

This paper proposes a mode of operation satisfying the three properties above (called LPCBC). LPCBC uses a blockcipher and a pseudorandom function as underlying primitives. Roughly speaking, LPCBC is a reversing CBC mode such that an initialization vector is replaced with the output of the pseudorandom function (Fig. 1). LPCBC does not require that the length of a plaintext be a multiple of the block size. In order to achieve streamable decryption, the pseudorandom function is required to be streamable. For example, HMAC is a streamable pseudorandom function. Under the assumption that a blockcipher is a PRP for independent two keys, we analyze the PRP security of LPCBC.

### 1.3 Related Works

The ECB mode is a length-preserving and streamable enciphering scheme. It is well-known that the ECB mode has drawbacks on security. Other modes of operation (e.g., the CBC mode, the CTR mode) are not length-preserving.

Length-preserving enciphering scheme has been studied for disk encryption. Disk encryption may be somewhat different from the encryption for secure communication. Disk encryption handles only data such that the size is a multiple of the block size of an underlying blockcipher. Disk encryption is required to be tweakable, but is not required to be streamable. Hence, disk encryption is usually a tweakable SPRP. Constructions of tweakable SPRP can be classified into three types. The first type is the ECB mode between two invertible universal hash functions (or $\epsilon$ almost XOR universal functions). The Naor-Reingold mode [15], TET [11], and HEH [16] are of this type. The second type is the
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Fig. 1 Length-preserving CBC mode ( $m=4$ ).
CTR mode between universal hash functions. HCTR [19] and HCH [6] are of this types. The third type consists of two layers of encryption. CMC [12] and EME* [10] are of this types. Unlike other two types, the third type does not require a universal hash function. Universal hash functions (or $\epsilon$-almost XOR universal functions) are often used for constructing a SPRP, and their algorithms are not complicated. However, we only know a few applications in which the universal hash function is implemented. On the other hand, cryptographic hash functions such as SHA are widely implemented in applications. This situation encourages us to use cryptographic hash functions instead of universal hash functions.
Bellare and Rogaway [3] have proposed a length-preserving encryption based on the CBC mode and the CBC-MAC. Actually, our scheme is somewhat analogous to their scheme. Their scheme and our scheme differ in the following respects.
(1) Their scheme computes the CBC-MAC of an entire plaintext. Our scheme computes the MAC of a part of a plaintext.
(2) To the best of our knowledge, the security proof of their scheme is not given. Precisely speaking, their scheme is not a SPRP, but it is unknown whether their scheme is a PRP or not. The security proof of our scheme is given in this paper.
(3) Their scheme only handles a plaintext such that the length is a multiple of the block size. Our scheme does not have such a limitation.
Minematsu and Tsunoo [14] have proposed a hybrid symmetric encryption. In their article, they showed a hybrid large block PRP, which consists of a PRP, a weak PRF, and an $\epsilon$-almost XOR universal function. The hybrid large block PRP has a structure similar to the Feistel structure. The hybrid large block PRP is not streamable since the first block of a plaintext cannot be obtained only from the first block of a ciphertext.

## 2. Definition

Let $\mathcal{E}: \mathcal{K}_{\mathcal{E}} \times \mathcal{D}_{\mathcal{E}} \rightarrow \mathcal{D}_{\mathcal{E}}$ be a keyed permutation. We define the advantage of $A$ in distinguishing $\mathcal{E}$ from a random permutation $\pi$ on $\mathcal{D}_{\mathcal{E}}$ as follows:

$$
\begin{align*}
\operatorname{Adv}_{\mathcal{E}}^{\mathrm{prp}}(A)= & \operatorname{Pr}\left[K \stackrel{\S}{\leftarrow} \mathcal{K}_{\mathcal{E}}: A^{\varepsilon_{K}} \Rightarrow 1\right] \\
& -\operatorname{Pr}\left[\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\mathcal{D}_{\mathcal{E}}\right): A^{\pi} \Rightarrow 1\right], \tag{1}
\end{align*}
$$

where $\operatorname{Perm}\left(\mathcal{D}_{\mathcal{E}}\right)$ is the set of all permutations on $\mathcal{D}_{\mathcal{E}}$. If $\operatorname{Adv}_{\mathcal{E}}^{\mathrm{prp}}(A)$ is small for any reasonable $A$, then $\mathcal{E}$ is called a pseudorandom permutation. We also define the advantage of $A$ in distinguishing $\mathcal{E}$ with two keys from two random permutations on $\mathcal{D}_{\mathcal{E}}$ as follows:

$$
\begin{aligned}
& \operatorname{Adv}_{\mathcal{E}}^{\text {tkprp }}(A)=\operatorname{Pr}\left[K_{1} \stackrel{\$}{\leftarrow} \mathcal{K}_{\mathcal{E}}, K_{2} \stackrel{\$}{\leftarrow} \mathcal{K}_{\mathcal{E}}: A^{\mathcal{K}_{1}, \mathcal{E}_{K_{2}}} \Rightarrow 1\right] \\
& \quad-\operatorname{Pr}\left[\pi_{1} \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\mathcal{D}_{\mathcal{E}}\right), \pi_{2} \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\mathcal{D}_{\mathcal{E}}\right): A^{\pi_{1}, \pi_{2}} \Rightarrow 1\right] .
\end{aligned}
$$

Let $\mathcal{F}: \mathcal{K}_{\mathcal{F}} \times \mathcal{D}_{\mathcal{F}} \rightarrow \mathcal{R}_{\mathcal{F}}$ be a keyed function. We define the advantage of $A$ in distinguishing $\mathcal{F}$ from a random function $\rho$ as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{F}}^{\mathrm{prf}}(A)= & \operatorname{Pr}\left[K \stackrel{\$}{\leftarrow} \mathcal{K}_{\mathcal{F}}: A^{\mathcal{F}_{K}} \Rightarrow 1\right] \\
& -\operatorname{Pr}\left[\rho \stackrel{\$}{\leftarrow} \operatorname{Func}\left(\mathcal{D}_{\mathcal{F}}, \mathcal{R}_{\mathcal{F}}\right): A^{\rho} \Rightarrow 1\right]
\end{aligned}
$$

where $\operatorname{Func}\left(\mathcal{D}_{\mathcal{F}}, \mathcal{R}_{\mathcal{F}}\right)$ is the set of all functions from $\mathcal{D}_{\mathcal{F}}$ to $\mathcal{R}_{\mathcal{F}}$. If $\mathbf{A d v} \mathbf{v}_{\mathcal{F}}^{\mathrm{prf}}(A)$ is small for any reasonable $A$, then $\mathcal{F}$ is called a pseudorandom function.
Suppose that a permutation $\mathcal{E}$ uses a function $\lambda$ and two permutations $\mu, \nu$ as subroutines, denoted by $\mathcal{E}^{\lambda, \mu, \nu}$. Theorem 1 described below implies that it is sufficient to analyze the security of $\mathcal{E}^{\rho, \phi, \omega}$ using a random function $\rho$ and two random permutations $\phi, \omega$ instead of the security of $\mathcal{E}^{F_{K_{1}}, E_{K_{2}}, E_{K_{3}}}$ using a pseudorandom function $F$ and a blockcipher $E$.

Theorem 1 Suppose that $\lambda$ is a function from $\mathcal{R}_{\lambda}$ to $\mathcal{D}_{\lambda}$ and $\mu, \nu$ are permutations on $\mathcal{D}$. Let $\rho$ be a random function chosen from $\operatorname{Func}\left(\mathcal{R}_{\lambda}, \mathcal{D}_{\lambda}\right)$ and let $\phi, \omega$ be independently random permutations chosen from $\operatorname{Perm}(\mathcal{D})$. Let $F$ be a pseudorandom function $\mathcal{K}_{F} \times \mathcal{R}_{\lambda} \rightarrow \mathcal{D}_{\lambda}$, and let $E$ a blockcipher $\mathcal{K}_{E} \times \mathcal{D} \rightarrow \mathcal{D}$. Suppose that $K_{1}$ is chosen from $\mathcal{K}_{F}$ at random and $K_{2}, K_{3}$ are independently chosen from $\mathcal{K}_{E}$ at random. Let $A$ be an adversary to $\mathcal{E}^{\lambda, \mu, \nu}$. Then, there exist adversaries $B, C$ satisfying

$$
\begin{equation*}
\mathbf{A d v}_{\mathcal{E}^{F_{K_{1}}, E_{K_{2}}, E_{K_{3}}}}^{\mathrm{prp}}(A) \leq \mathbf{A d v}_{\mathcal{E}^{*}, \dot{p}, \omega}^{\mathrm{prp}}(A)+2 \mathbf{A d v}_{F}^{\mathrm{prf}}(B)+2 \mathbf{A d v}_{E}^{\mathrm{tkprp}}(C), \tag{2}
\end{equation*}
$$

where the extra computational resource of $B($ or $C)$ is bounded by some small constant multiplied by the number of oracle queries made by $B$ (or $C$ ).
Proof. We first construct an adversary $B$ attacking the security of $F$ as follows. Let $O_{B}$ be $B$ 's oracle that is either $F_{K_{1}}$ or $\rho$. After choosing random permutations $\phi, \omega, B$ simulates $\mathcal{E}^{O_{B}, \phi, \omega}$ and runs $A$ as a subroutine. $B$ finally outputs the value that $A$ outputs. The number of queries made by $B$ is equal to that made by $A$. The extra work which $B$ does over $A$ is to perform the algorithm of $\mathcal{E}$. The probability that $B$ outputs 1 is given by

$$
\begin{aligned}
& \operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=F_{K_{1}}\right]=\operatorname{Pr}\left[A^{\varepsilon^{F_{K_{1}}, \phi, \omega}} \Rightarrow 1\right], \\
& \operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=\rho\right]=\operatorname{Pr}\left[A^{\text {go,p,w}} \Rightarrow 1\right] .
\end{aligned}
$$

Using the equations above, we write the advantage of $B$ as

$$
\begin{align*}
& \operatorname{Adv}_{F}^{\mathrm{prf}}(B)=\operatorname{Pr}\left[B^{F_{K_{1}}} \Rightarrow 1\right]-\operatorname{Pr}\left[B^{\rho} \Rightarrow 1\right] \\
&= \operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=F_{K_{1}}\right] \operatorname{Pr}\left[O_{B}=F_{K_{1}}\right] \\
&-\operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=\rho\right] \operatorname{Pr}\left[O_{B}=\rho\right] \\
&= \frac{1}{2}\left(\operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=F_{K_{1}}\right]-\operatorname{Pr}\left[B^{O_{B}} \Rightarrow 1 \mid O_{B}=\rho\right]\right) \\
&= \frac{1}{2}\left(\operatorname{Pr}\left[A^{E_{K_{1}, \phi, \omega}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\varepsilon^{\rho, \phi, \omega}} \Rightarrow 1\right]\right) . \tag{3}
\end{align*}
$$

We next construct an adversary $C$ attacking the security of $E$ as follows. Let $O_{C}$ be $C$ 's oracle which is either ( $E_{K_{2}}, E_{K_{3}}$ ) or $(\phi, \omega)$. After choosing a key $K_{1}$ from $\mathcal{K}_{F}$ at random, $C$ simulates $\mathcal{E}^{F_{K_{1}}, O_{C}}$ and runs $A$ as a subroutine. $C$ finally outputs the value that $A$ outputs. The number of queries made by $C$ is equal to that made by $A$. The extra work which $C$ does over $A$ is to perform $\mathcal{E}$ and $F$. The probability that $C$ outputs 1 is given by

$$
\begin{aligned}
& \operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=\left(E_{K_{2}}, E_{K_{3}}\right)\right]=\operatorname{Pr}\left[A^{\varepsilon^{E_{K_{1}}, E_{K_{2}}, E_{K_{3}}}} \Rightarrow 1\right], \\
& \operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=(\phi, \omega)\right]=\operatorname{Pr}\left[A^{\varepsilon^{F_{K_{1}}, \phi, \omega}} \Rightarrow 1\right] .
\end{aligned}
$$

Using the equations above, we write the advantage of $C$ as

$$
\begin{align*}
& \operatorname{Adv}_{E}^{\mathrm{tkprp}}(C)=\operatorname{Pr}\left[C^{E_{K_{2}}, E_{K_{3}}} \Rightarrow 1\right]-\operatorname{Pr}\left[C^{\phi, \omega} \Rightarrow 1\right] \\
&= \operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=\left(E_{K_{2}}, E_{K_{3}}\right)\right] \operatorname{Pr}\left[O_{C}=\left(E_{K_{2}}, E_{K_{3}}\right)\right] \\
&-\operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=(\phi, \omega)\right] \operatorname{Pr}\left[O_{C}=(\phi, \omega)\right] \\
&= \frac{1}{2}\left(\operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=\left(E_{K_{2}}, E_{K_{3}}\right)\right]\right. \\
&\left.-\operatorname{Pr}\left[C^{O_{C}} \Rightarrow 1 \mid O_{C}=(\phi, \omega)\right]\right) \\
&= \frac{1}{2}\left(\operatorname{Pr}\left[A^{E_{K_{1}, E_{K_{2}}, E_{K_{3}}}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\varepsilon^{E_{K_{1}, \phi, \omega}}} \Rightarrow 1\right]\right) . \tag{4}
\end{align*}
$$

Adding Eq. (3) to Eq. (4) yields

$$
\begin{aligned}
& \operatorname{Adv}_{F}^{\text {prf }}(B)+\operatorname{Adv}_{E}^{\text {tkprp }}(C) \\
& =\frac{1}{2}\left(\operatorname{Pr}\left[A^{\varepsilon^{E_{1}, E_{K_{2}}, E_{K_{3}}}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{g^{p, \phi, \omega}} \Rightarrow 1\right]\right) \\
& =\frac{1}{2}\left(\operatorname{Pr}\left[A^{\varepsilon^{F_{K_{1}}, E_{K_{2}}, E_{K_{3}}}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\pi} \Rightarrow 1\right]\right. \\
& \left.+\operatorname{Pr}\left[A^{\pi} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\text {gep,c, }} \Rightarrow 1\right]\right) \\
& =\frac{1}{2}\left(\mathbf{A d v}_{\varepsilon^{F_{K_{1}, E_{K_{2}}, E_{K_{3}}}}}^{\operatorname{prp}}(A)-\mathbf{A d v}_{\mathcal{O}^{p, \phi, \omega}}^{\mathrm{prp}}(A)\right) \text {, }
\end{aligned}
$$

where $\pi$ is a random permutation on the domain of $\mathcal{E}$. Hence, we obtain

$$
\operatorname{Adv}_{\mathcal{E}^{F_{K_{1}, E_{K_{2}}, E_{K_{3}}}^{\mathrm{prp}}}}(A)=\mathbf{A d v}_{\mathcal{E}^{o}, \dot{\omega}, \omega}^{\mathrm{prp}}(A)+2 \mathbf{A d v}_{F}^{\mathrm{prf}}(B)+2 \mathbf{A d v}_{E}^{\mathrm{tkprp}}(C) .
$$

There may be adversaries $B^{\prime}, C^{\prime}$ that are better than $B, C$ and have the same computational resource as $B, C$.

## 3. Length-preserving CBC Mode

This section describes a new length-preserving enciphering scheme (LPCBC) that is constructed from pseudorandom function $F: \mathcal{K}_{F} \times\{0,1\}^{\ell-n} \rightarrow\{0,1\}^{n}$ and blockcipher $E: \mathcal{K}_{E} \times$ $\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. The enciphering scheme has key space $\mathcal{K}_{F} \times \mathcal{K}_{E} \times$ $\mathcal{K}_{E}$. The plaintext space and the ciphertext space are $\{0,1\}^{\ell}$ where $\ell \geq n$. We assume that $\ell$ is fixed. Let $t=n-(\ell \bmod n) \bmod n$.
We describe the encryption $\mathcal{E}$ and the decryption $\mathcal{D}$ of LPCBC below and illustrate an example of LPCBC in Fig. 1. Roughly
speaking, LPCBC is a reversing CBC mode such that an initialization vector is replaced with the output of pseudorandom function $F$.
Encryption $\mathcal{E}_{K_{1}, K_{2}, K_{3}}(P)$ where $\left(K_{1}, K_{2}, K_{3}\right) \in \mathcal{K}_{F} \times \mathcal{K}_{E} \times \mathcal{K}_{E}$ and $P \in\{0,1\}^{\ell}$.

1. Divide $P$ into $m$ blocks $P_{1}, P_{2}, \ldots, P_{m}$ such that $P_{1}$ is an ( $n-t$ )-bit block and all other blocks are $n$-bit blocks
2. $\quad C_{m+1} \leftarrow F_{K_{1}}\left(P_{1}\left\|P_{2}\right\| \ldots \| P_{m-1}\right)$.
3. For $i=m$ to 1 do

$$
\begin{aligned}
& \text { if } i=m \text {, then } C_{m} \leftarrow E_{K_{2}}\left(P_{m} \oplus C_{m+1}\right) \text {, } \\
& \text { if } m>i>2 \text {, then } C_{i} \leftarrow E_{K_{3}}\left(P_{i} \oplus C_{i+1}\right) \text {, } \\
& \text { if } i=2 \text {, then } C_{2}^{\prime} \leftarrow E_{K_{3}}\left(P_{2} \oplus C_{3}\right), C_{2} \leftarrow \text { (the right } n-t \text { bits } \\
& \text { of } \left.C_{2}^{\prime}\right) \text {, } \\
& \text { if } i=1 \text {, then } C_{i} \leftarrow E_{K_{3}}\left(\left(0^{t} \| P_{1}\right) \oplus C_{2}^{\prime}\right) \text {. }
\end{aligned}
$$

4. Return $C_{1}\left\|C_{2}\right\| C_{3}\|\ldots\| C_{m}$ as a ciphertext $C$.

Decryption $\mathcal{D}_{K_{1}, K_{2}, K_{3}}(C)$ where $\left(K_{1}, K_{2}, K_{3}\right) \in \mathcal{K}_{F} \times \mathcal{K}_{E} \times \mathcal{K}_{E}$ and $C \in\{0,1\}^{\ell}$.

1. Divide $C$ into $m$ blocks $C_{1}, C_{2}, \ldots, C_{m}$ such that $C_{2}$ is an ( $n-t$ )-bit block and all other blocks are $n$-bit blocks.
2. $U \leftarrow D_{K_{2}}\left(C_{1}\right) \oplus\left(0^{t} \| C_{2}\right), P_{1} \leftarrow($ the right $(n-t)$ bits of $U)$, and $V \leftarrow$ (the left $t$ bits of $U)$.
3. For $i=2$ to $m$ do

$$
\begin{aligned}
& \text { if } i=2 \text {, then } P_{2} \leftarrow D_{K_{2}}\left(V \| C_{2}\right) \oplus C_{3} \text {, } \\
& \text { if } 2<i<m \text {, then } P_{i} \leftarrow D_{K_{2}}\left(C_{i}\right) \oplus C_{i+1} \text {, } \\
& \text { if } i=m \text {, then } P_{m} \leftarrow D_{K_{2}}\left(C_{m}\right) \oplus F_{K_{1}}\left(P_{1}\|\ldots\| P_{m-1}\right) .
\end{aligned}
$$

4. Return $P_{1}\left\|P_{2}\right\| \ldots \| P_{m}$ as a plaintext $P$.

In order to handle any length of a plaintext, LPCBC uses ciphertext stealing [7], [17] for the first two blocks. In the decryption, any plaintext block $P_{i}$ except for the last plaintext block $P_{m}$ can be computed only from two ciphertext blocks $C_{i}, C_{i+1}$. Notice that it is unnecessary to keep plaintext blocks $P_{1}, \ldots, P_{m-1}$ if $F$ is a streamable pseudorandom function such as HMAC.

## 4. Security Analysis

### 4.1 Main Theorem

Let $\mathcal{E}$ be the encryption of LPCBC for an $\ell$-bit plaintext $P_{1} \|$ $P_{2}\|\ldots\| P_{m}$ where $m \geq 2$. Figure 2 describes the pseudo code of $\widehat{\mathcal{E}}$. In Fig. 2, a function $\lambda$ corresponds to the pseudorandom function $F_{K_{1}}$, a function $\mu$ corresponds to the blockcipher $E_{K_{2}}$, and a function $v$ corresponds to the blockcipher $E_{K_{3}}$. We analyze the security of $\mathcal{E}$ such that $\lambda$ is a random function $\rho, \mu$ and $v$ are independently random permutations $\phi, \omega$ because of Theorem 1 . We will prove the following theorem in Section 4.2.
Theorem 2 Consider any adversary $A$ that makes at most $q$ queries to $\mathcal{E}$ or $\pi$. Here, $\mathcal{E}$ 's oracles are $\rho \stackrel{\$}{\leftarrow} \operatorname{Func}\left(\{0,1\}^{n(m-1)},\{0,1\}^{n}\right), \phi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n}\right)$, and $\omega \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n}\right)$, and $\pi$ is chosen from $\operatorname{Perm}\left(\{0,1\}^{n m}\right)$ at random. The advantage of $A$ is given by

$$
\mathbf{A d v}_{\mathcal{E}^{p, 0, \omega}}^{\operatorname{prp}}(A)=\operatorname{Pr}\left[A^{g^{p, p, \omega}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\pi} \Rightarrow 1\right] .
$$

Suppose that $1 \leq q \leq 2^{(n+1) / 2}$ and $m, n \geq 2$. Then, we have

$$
\begin{equation*}
\frac{0.14(q-2)(q-3)}{2^{n+1}} \leq \operatorname{Adv}_{\mathcal{E}^{p, \phi, \omega}}^{\mathrm{pp}}(A) \leq \frac{6 q(q-1)+q^{\prime}\left(q^{\prime}-1\right)}{2^{n+1}} \tag{5}
\end{equation*}
$$

where $q^{\prime}=q(m-1)$.

```
function \(\mathcal{E}\left(P_{1}, \ldots, P_{m}\right)\)
    \(Q \leftarrow P_{1}\|\ldots\| P_{m-1}\)
    \(C_{m+1} \leftarrow \lambda(Q)\)
    \(Z_{m} \leftarrow P_{m} \oplus C_{m+1}\)
    \(C_{m} \leftarrow \mu\left(Z_{m}\right)\)
    for \(i=m-1\) to 1 do
        if \(i \neq 1\) then
            \(Z_{i} \leftarrow P_{i} \oplus C_{i+1}\)
        else
            \(Z_{1} \leftarrow\left(0^{t} \| P_{1}\right) \oplus C_{2}^{\prime}\)
        end if
        \(C_{i} \leftarrow v\left(Z_{i}\right)\)
        if \(i=2\) then
            \(C_{2}^{\prime} \leftarrow C_{2}\)
            \(C_{2} \leftarrow\) the right \((n-t)\) bits of \(C_{2}^{\prime}\)
        end if
    end for
    return \(C_{1}, \ldots, C_{m}\)
end function
```

Fig. 2 The pseudo code of $\mathcal{E}$.
function $\lambda(Q)$
$L$ 1: function $\mu\left(Z_{m}\right)$
$L \stackrel{\$}{\leftarrow}\{0,1\}^{n}$
return $L$
end function
2: $\left.\quad \begin{array}{l}\$: \quad \text { return } U \\ \leftarrow\end{array}\right\}^{n}$
4: end function
function $v\left(Z_{i}\right)$
$V \stackrel{\$}{\leftarrow}\{0,1\}^{n}$
return $V$
end function

Fig. 3 Game 1.

| function $\lambda(Q)$ | $1:$ |
| :---: | :--- |
| $\stackrel{\text { function }}{ } \mu\left(Z_{m}\right)$ |  |
| $L \leftarrow\{0,1\}^{n}$ | $2: \quad U \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ |
| return $L$ | 3: return $U$ |
| end function | 4: end function |

```
function }v(\mp@subsup{Z}{i}{}
    if v[Zi]}=\perp\mathrm{ then
        V\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n}
        v [ Z _ { i } ] \leftarrow V
    else
        V\leftarrowv[Z}\mp@subsup{Z}{i}{}
        ba\mp@subsup{d}{1}{}}\leftarrow\mathrm{ true
    end if
    return V
end function
```

Fig. 4 Game 2.

LPCBC is not a SPRP because $P_{1}$ is determined only by $C_{1}$ and $C_{2}$. Namely, if $C_{1}$ and $C_{2}$ are fixed in the decryption, then $P_{1}$ is fixed. If an adversary is allowed to have access to the decryption oracle, then the adversary can easily distinguish LPCBC from a random permutation. In order to achieve streamable decryption, we have to give up constructing a SPRP.

### 4.2 Proof of Theorem 2

The pseudo code of $\mathcal{E}$ in Fig. 2 is common in all six games. The games shown in Fig. 3 - Fig. 8 differ in the definition of functions $\lambda, \mu, \nu$. The last game (i.e., Game 6) is the pseudo code of $\mathcal{E}^{\rho, \phi, \omega}$.

Game 1: We define Game 1 as Fig. 3. In Game 1, each $C_{i}$ is always chosen from $\{0,1\}^{n}$ uniformly even if the same input is given to $v$. Noting that $A$ does not make the same query, we have

```
function \(\lambda(Q)\)
    function \(\mu\left(Z_{m}\right)\)
    \(U \stackrel{\$}{\leftarrow}\{0,1\}^{n}\)
    return \(U\)
    end function
function \(v\left(Z_{i}\right)\)
    if \(v\left[Z_{i}\right]=\perp\) then
            \(V \stackrel{\$}{\leftarrow}\{0,1\}^{n}\)
            if \(V \in \mathcal{V}\) then
                \(V \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \mathcal{V}\)
                    \(\mathcal{V} \leftarrow \mathcal{V} \cup\{V\}\)
                \(\mathrm{bad}_{2} \leftarrow\) true
            end if
            \(v\left[Z_{i}\right] \leftarrow V\)
    else
            \(V \leftarrow v\left[Z_{i}\right]\)
            \(\operatorname{bad}_{1} \leftarrow\) true
    end if
    return \(V\)
end function
```

Fig. 5 Game 3.

```
function }\lambda(Q
    if }\lambda[Q]=\perp\mathrm{ then
            L\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n}
            \lambda[Q]\leftarrowL
        else
            L\leftarrow\lambda[Q]
    end if
    return L
end function
function v(Z}\mp@subsup{|}{i}{}
    if v[Z}\mp@subsup{i}{i}{}]=\perp\mathrm{ then
            V}\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n
            if V\in\mathcal{V}}\mathrm{ then
                    V}\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n}\\mathcal{V
                    \mathcal { V } \leftarrow \mathcal { V } \cup \{ V \}
                    bad}2\leftarrow\mathrm{ true
            end if
            v[Z}\mp@subsup{Z}{i}{}]\leftarrow
        else
            V\leftarrowv[Z}\mp@subsup{Z}{i}{}
            bad
        end if
        return V
```

end function

Fig. 6 Game 4.

$$
\operatorname{Pr}\left[A^{\text {Game } 1} \Rightarrow 1\right]-\operatorname{Pr}\left[\varrho \stackrel{\$}{\leftarrow} \operatorname{Func}\left(\{0,1\}^{n m},\{0,1\}^{n m}\right): A^{\varrho} \Rightarrow 1\right]
$$

$$
\begin{equation*}
=0 \tag{6}
\end{equation*}
$$

Game 2: We define Game 2 as Fig. 4. In Fig. 4, a table $\mu\left[Z_{i}\right]$ is initialized with $\perp$ and a flag $b a d_{1}$ is initialized with false. The flag is set to true if and only if Game 2 behaves differently from Game 1 , that is, the same input $Z_{i}$ is given to $v$.

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game} 2} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game} 1} \Rightarrow 1\right] \leq \operatorname{Pr}\left[A \text { sets } b a d_{1}\right] \tag{7}
\end{equation*}
$$

Let $P_{i}^{(j)}$ be the $i$-th plaintext block of the $j$-th query made by $A$. Corresponding variables are denoted by superscript notation $(j)$. Let $r$ be the number of invocations of $v$. Given $r,(i, j)$ is uniquely determined by $r=(j-1)(m-1)+(m-i)$ because the adversary is allowed to make queries only to $\mathcal{E}$ and is not allowed to make queries to subroutines $\lambda, \mu, v$. In order to describe the correspondence, we define functions $\operatorname{rtoi}(r), \operatorname{rtoj}(r)$ as

```
function \lambda(Q)
    if }\lambda[Q]=\perp\mathrm{ then
        L}\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n
        \lambda[Q]}\leftarrow
    else
        L\leftarrow\lambda[Q]
    end if
    return L
end function
function }v(\mp@subsup{Z}{i}{}
    if v[Z}\mp@subsup{Z}{i}{}]=\perp\mathrm{ then
            V}\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n
            if }V\in\mathcal{V}\mathrm{ then
                V\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n}\\mathcal{V}
                \mathcal { V } \leftarrow \mathcal { V } \cup \{ V \}
                bad}\mp@subsup{2}{2}{}\leftarrow\mathrm{ true
            end if
            v[Zi]}\leftarrow\leftarrow
        else
            V\leftarrowv[Z}\mp@subsup{Z}{i}{}
            bad
        end if
        return V
end function
```

Fig. 7 Game 5.

```
function }\lambda(Q
        if }\lambda[Q]=\perp\mathrm{ then
            L}\stackrel{$}{\leftarrow}{0,1\mp@subsup{}}{}{n
        \lambda[Q]\leftarrowL
        else
            L\leftarrow\lambda[Q]
        end if
        return L
end function
```

```
function \(\mu\left(Z_{m}\right)\)
    if \(\mu\left[Z_{m}\right]=\perp\) then
        \(U \stackrel{\$}{\leftarrow}\{0,1\}^{n}\)
        if \(U \in \mathcal{U}\) then
            \(U \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \mathcal{U}\)
            \(\mathcal{U} \leftarrow \mathcal{U} \cup\{U\}\)
            bad \(_{4} \leftarrow\) true
        end if
        \(\mu\left[Z_{m}\right] \leftarrow U\)
    else
        \(U \leftarrow \mu\left[Z_{m}\right]\)
        bad \(_{3} \leftarrow\) true
    end if
    return \(U\)
end function
```

function $v\left(Z_{i}\right)$
if $v\left[Z_{i}\right]=\perp$ then
$V \stackrel{\$}{\leftarrow}\{0,1\}^{n}$
if $V \in \mathcal{V}$ then
$V \stackrel{\$}{\leftarrow}\{0,1\}^{n} \backslash \mathcal{V}$
$\mathcal{V} \leftarrow \mathcal{V} \cup\{V\}$
bad $_{2} \leftarrow$ true
end if
$v\left[Z_{i}\right] \leftarrow V$
else
$V \leftarrow v\left[Z_{i}\right]$
bad $_{1} \leftarrow$ true
end if
return $V$
end function

Fig. 8 Game 6.

$$
i=\operatorname{rtoi}(r)=m-(r \bmod (m-1)), \quad j=\operatorname{rtoj}(r)=\left\lfloor\frac{r}{m-1}\right\rfloor
$$

By using the functions, superscript $[r]$ is often used instead of $(i, j)$. For example, $P_{i}^{(j)}$ is identical to $P^{[r]}$. Let $\mathrm{B} 1^{[r]}$ be the event that $C^{[a]}=C^{[b]}$ for $1 \leq \exists a<\exists b<r$. Supposing that $\mathrm{B} 1^{[r-1]}$ does not occur, we evaluate the probability that $\mathrm{B} 1^{[r]}$ occurs, which is the probability that $Z^{[r]}$ collides with $Z^{[a]}$ for $1 \leq \exists a \leq r-1$. We have no idea how $P^{[r]}$ was chosen because it depends on $A$. However, one of the following cases holds.
(1) $P^{[r]}$ is the $(m-1)$-th block (i.e., $\left.\operatorname{rtoi}(r)=m-1\right)$ :

Let $j=\operatorname{rtoj}(r) . C_{m}^{(j)}$ is chosen from $\{0,1\}^{n}$ at random due to
function $\mu$. Hence, $Z_{m-1}^{(j)}$ is uniformly distributed on $\{0,1\}^{n}$ regardless of $P_{i}^{(j)}$.
(2) $P^{[r]}$ is a subsequent block (i.e., $1 \leq \operatorname{rtoi}(r) \leq m-2$ ):

Let $i=\operatorname{rtoi}(r)$ and $j=\operatorname{rtoj}(r)$. Since the value of $Z^{[r-1]}$ is fresh by our assumption of $\overline{\mathrm{B}^{[r-1]}}, C^{[r-1]}$ is uniformly distributed on $\{0,1\}^{n}$. It follows that $Z^{[r]}$ is also distributed on $\{0,1\}^{n}$ uniformly because $C^{[r-1]}$ was chosen after $A$ chose $P^{[r]}$.
In both of cases, we obtain

$$
\operatorname{Pr}\left[\mathrm{B} 1^{[r]} \mid \overline{\mathrm{B} 1^{[r-1]}}\right] \leq \frac{r-1}{2^{n}}
$$

When $A$ makes $q$ queries to $\mathcal{E}$, function $v$ is invoked $q(m-1)$ times. Hence, the probability that $b a d_{1}$ is set to true is given by

$$
\begin{aligned}
& \operatorname{Pr}\left[A \text { sets } b a d_{1}\right] \\
& \leq \sum_{r=1}^{q(m-1)} \operatorname{Pr}\left[\mathrm{B}^{[r]} \mid \overline{\mathrm{B1}^{[r-1]}}\right] \leq \frac{q(m-1)(q(m-1)-1)}{2^{n+1}} .
\end{aligned}
$$

Substituting the inequality above into Eq. (7) yields

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game} 2} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game} 1} \Rightarrow 1\right] \leq \frac{q(m-1)(q(m-1)-1)}{2^{n+1}} \tag{8}
\end{equation*}
$$

Game 3: We define Game 3 as Fig. 5. In Fig. 5, a set $\mathcal{V}$ is initialized with the empty set, and a flag $\operatorname{bad}_{2}$ is initialized with false. The flag is set to true if and only if Game 3 behaves differently from Game 2.

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game} 3} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game2}} \Rightarrow 1\right] \leq \operatorname{Pr}\left[A \text { sets } b a d_{2}\right] \tag{9}
\end{equation*}
$$

Let $\mathrm{B2}^{[\mathrm{r}]}$ be the event that $b a d_{2}$ is set to true in $r$ invocations of $v$. Suppose that $\mathrm{B2}^{[r-1]}$ does not occur. Then, the probability that $\mathrm{B} 1^{[r]}$ occurs is

$$
\operatorname{Pr}\left[\mathrm{B}^{[r]} \mid \overline{\mathrm{B}^{[r-1]}}\right] \leq \frac{r-1}{2^{n}}
$$

When $A$ makes $q$ queries to $\mathcal{E}$, function $v$ is invoked $q(m-1)$ times. Hence, the probability that $b a d_{2}$ is set to true is given by

$$
\begin{aligned}
& \operatorname{Pr}\left[A \text { sets } b a d_{2}\right] \\
& \leq \sum_{r=1}^{q(m-1)} \operatorname{Pr}\left[\mathrm{B}^{[r]} \mid \overline{\mathrm{B}^{[r-1]}}\right] \leq \frac{q(m-1)(q(m-1)-1)}{2^{n+1}} .
\end{aligned}
$$

Substituting the inequality above into Eq. (9) yields

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game} 3} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game} 2} \Rightarrow 1\right] \leq \frac{q(m-1)(q(m-1)-1)}{2^{n+1}} \tag{10}
\end{equation*}
$$

Game 4: We define Game 4 as Fig. 6. In Fig. 6, a table $\lambda[Q]$ is initialized with $\perp$. From the viewpoint of $A$, Game 4 is identical to Game 3 because ciphertext $\left(C_{1}, \ldots, C_{m}\right)$ is independent of $\lambda(Q)$.

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\text {Game4 }} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\text {Game3 }} \Rightarrow 1\right]=0 \tag{11}
\end{equation*}
$$

Game 5: We define Game 5 as Fig. 7. In Fig. 7, a table $\mu\left[Z_{m}\right]$ is initialized with $\perp$ and a flag $b a d_{3}$ is initialized with false. The flag is set to true if and only if Game 5 behaves differently from Game 4.

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\text {Game } 5} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\text {Game4 }} \Rightarrow 1\right] \leq \operatorname{Pr}\left[A \text { sets } \text { bad }_{3}\right] \tag{12}
\end{equation*}
$$

Let $\mathrm{B3}^{[q]}$ be the event that $A$ sets $\operatorname{bad}_{3}$ in $q$ queries to $\mathcal{E}$. Supposing that $\mathrm{B} 3^{[q-1]}$ does not occur, we evaluate the probability that $\mathrm{B} 3^{[q]}$ occurs, denoted by $\operatorname{Pr}\left[\mathrm{B} 3^{[q]} \mid \overline{\mathrm{B3}} \overline{[q-1]}\right]$. The assumption implies that $Z_{m}^{(1)}, Z_{m}^{(2)}, \ldots, Z_{m}^{(q-1)}$ are different each other. In order to make $\mathrm{B} 3^{[q]}$ occur, $A$ must choose $P_{m}^{(q)}$ satisfying

$$
\begin{equation*}
P_{m}^{(q)}=P_{m}^{(k)} \oplus \lambda\left(Q^{(k)}\right) \oplus \lambda\left(Q^{(q)}\right) . \tag{13}
\end{equation*}
$$

for $1 \leq \exists k \leq q-1$. That is, $A$ has to guess the value of $\lambda\left(Q^{(k)}\right) \oplus \lambda\left(Q^{(q)}\right)$. Notice that $\lambda\left(Q^{(k)}\right)$ and $\lambda\left(Q^{(q)}\right)$ are unknown to $A$ and we have no idea how $P_{m}^{(k)}$ was chosen. However, one of the following three cases holds when $k$ is fixed.
(1) $Q^{(q)}=Q^{(k)}$ :

It follows that $P_{m}^{(q)}=P_{m}^{(k)}$ because $\lambda\left(Q^{(q)}\right)=\lambda\left(Q^{(k)}\right)$. This case does not occur since $A$ does not repeat the same query.
(2) $Q^{(q)} \neq Q^{(k)} \wedge Q^{(q)}=Q^{(t)}$ for $1 \leq \exists t \leq q-1, t \neq k$ :

The condition means that $Q^{(q)}$ is an already-answered query.
Since $\lambda\left(Q^{(t)}\right)$ and $\lambda\left(Q^{(k)}\right)$ are independently chosen from $\{0,1\}^{n}, \lambda\left(Q^{(k)}\right) \oplus \lambda\left(Q^{(q)}\right)$ is uniformly distributed on $\{0,1\}^{n}$. The probability that $A$ succeeds in guessing $\lambda\left(Q^{(k)}\right) \oplus \lambda\left(Q^{(q)}\right)$ is at most $2^{-n}$.
(3) $Q^{(q)} \neq Q^{(t)}$ for $1 \leq \forall t \leq q-1$ :

The condition means that $Q^{(q)}$ is fresh. Since $\lambda\left(Q^{(q)}\right)$ is chosen from $\{0,1\}^{n}$ independently from $\lambda\left(Q^{(k)}\right), \lambda\left(Q^{(k)}\right) \oplus \lambda\left(Q^{(q)}\right)$ is uniformly distributed on $\{0,1\}^{n}$. The probability that Eq. (13) holds is at most $2^{-n}$.
We hence obtain

$$
\operatorname{Pr}\left[\mathrm{B} 3^{[q]} \mid \overline{\mathrm{B} 3^{[q-1]}}\right] \leq \frac{q-1}{2^{n-1}} .
$$

The probability that $A$ sets $b a d_{3}$ in $q$ queries is given by

$$
\operatorname{Pr}\left[A \text { sets } b a d_{3}\right] \leq \sum_{i=1}^{q} \operatorname{Pr}\left[\mathrm{B3}^{[i]} \mid \overline{\mathrm{B3}^{[i-1]}}\right] \leq \frac{q(q-1)}{2^{n}}
$$

Substituting the inequality above into Eq. (12) yields

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game5}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game4}} \Rightarrow 1\right] \leq \frac{q(q-1)}{2^{n}} \tag{14}
\end{equation*}
$$

Game 6: We define Game 6 as Fig. 8. In Fig. 8, a set $\mathcal{U}$ is initialized with the empty set, and a flag $\operatorname{bad}_{4}$ is initialized with false. The flag is set to true if and only if Game 6 behaves differently from Game 5 .

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game6}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game5}} \Rightarrow 1\right] \leq \operatorname{Pr}\left[A \text { sets } b a d_{4}\right] \tag{15}
\end{equation*}
$$

When $A$ makes $q$ queries to $\mathcal{E}$, the probability that $A$ sets $b a d_{4}$ is

$$
\operatorname{Pr}\left[A \text { sets } b a d_{4}\right] \leq \frac{q(q-1)}{2^{n+1}}
$$

Substituting the inequality above into Eq. (15) yields

$$
\begin{equation*}
\operatorname{Pr}\left[A^{\mathrm{Game6}} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\mathrm{Game5}} \Rightarrow 1\right] \leq \frac{q(q-1)}{2^{n+1}} \tag{16}
\end{equation*}
$$

Finally, recalling that

$$
\begin{aligned}
& \operatorname{Pr}\left[\varrho \stackrel{\$}{\leftarrow} \operatorname{Func}\left(\{0,1\}^{n m},\{0,1\}^{n m}\right): A^{\varrho} \Rightarrow 1\right] \\
& \\
& \quad-\operatorname{Pr}\left[\pi \stackrel{\S}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n m}\right): A^{\pi} \Rightarrow 1\right] \leq \frac{q(q-1)}{2^{n+1}},
\end{aligned}
$$

we obtain the upper bound on the advantage of $A$ from the differences between two games (i.e., Eqs. (6), (8), (10), (11), (14), (16)) as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{E}}^{\mathrm{prp}}(A) & =\operatorname{Pr}\left[A^{\mathrm{Game6}} \Rightarrow 1\right]-\operatorname{Pr}\left[\pi \stackrel{\$}{\leftarrow} \operatorname{Perm}\left(\{0,1\}^{n m}\right): A^{\pi} \Rightarrow 1\right] \\
& \leq \frac{6 q(q-1)+q^{\prime}\left(q^{\prime}-1\right)}{2^{n+1}},
\end{aligned}
$$

where $q$ is the number of queries to $\mathcal{E}$ and $q^{\prime}=q(m-1)$. The inequality above is the right-hand inequality of Eq. (5).

We next evaluate the lower bound of the advantage of $A$. Consider the following algorithm such that $A$ makes $q$ queries to an oracle $O \in\left\{\mathcal{E}^{\rho, \phi, \omega}, \pi\right\}$.
(1) Let $P_{m}^{(j)}=0^{n}$ for $1 \leq j \leq q-2$. Choose $P_{1}^{(j)}, \ldots, P_{m-1}^{(j)}$ at random for $j=1,2, \ldots, q-2$. Make queries $\left(P_{1}^{(j)}, \ldots, P_{m}^{(j)}\right)$ to $O$ for $j=1,2, \ldots, q-2$. Let $C_{m}^{(j)}$ be the $m$-th ciphertext block for the $j$-th query.
(2) Find $j, j^{\prime}$ such that $C_{m}^{(j)}=C_{m}^{\left(j^{\prime}\right)}$ for $1 \leq j<j^{\prime} \leq q-2$.
(3) If such $j, j^{\prime}$ are found, then make the $(q-1)$ th query $\left(P_{1}^{(j)}, \ldots, P_{m-1}^{(j)}, 10^{n-1}\right)$ and the $q$-th query $\left(P_{1}^{\left(j^{\prime}\right)}, \ldots, P_{m-1}^{\left(j^{\prime}\right)}, 10^{n-1}\right)$ to $O$. If $C_{m}^{(q-1)}=C_{m}^{(q)}$, then return 1 , otherwise return 0 .
(4) If such $j, j^{\prime}$ are not found, then return 0 ;

Suppose that $O=\mathcal{E}^{\rho, \phi, \omega}$. According to Fact 14 in the article written by Bellare et al. [2], the probability that $A$ finds such $j, j^{\prime}$ is

$$
\operatorname{Pr}\left[A \text { finds such } j, j^{\prime}\right] \geq 0.3 \cdot \frac{(q-2)(q-3)}{2^{n}}
$$

The inequality above requires the assumption that $1 \leq q \leq$ $2^{(n+1) / 2}$. When $A$ finds such $j, j^{\prime}, A$ always outputs 1 . Hence, we have

$$
\begin{equation*}
\operatorname{Pr}\left[A^{O} \Rightarrow 1 \mid O=\mathcal{E}\right] \geq \frac{0.3(q-2)(q-3)}{2^{n}} \tag{17}
\end{equation*}
$$

Suppose that $O=\pi$. The probability that $A$ finds such $j, j^{\prime}$ is
$\operatorname{Pr}\left[A\right.$ finds such $\left.j, j^{\prime}\right] \leq \frac{(q-2)(q-3)}{2^{n+1}}$
When $A$ finds such $j, j^{\prime}$, the probability that $A$ outputs 1 is

$$
\operatorname{Pr}\left[A^{O} \Rightarrow 1 \mid A \text { finds such } j, j^{\prime}\right] \leq \frac{2^{n(m-1)}-1}{2^{n m}-(q-1)}
$$

Hence, we have

$$
\operatorname{Pr}\left[A^{O} \Rightarrow 1 \mid O=\pi\right] \leq \frac{(q-2)(q-3)}{2^{n+1}} \cdot \frac{2^{n(m-1)}-1}{2^{n m}-(q-1)}
$$

Since $\operatorname{Pr}\left[O=\mathcal{E}^{\rho, \phi, \omega}\right]=\operatorname{Pr}[O=\pi]=1 / 2$, the advantage of $A$ is given by

$$
\begin{aligned}
& \operatorname{Pr} {\left[A^{\varepsilon} \Rightarrow 1\right]-\operatorname{Pr}\left[A^{\pi} \Rightarrow 1\right] } \\
& \geq \frac{1}{2} \cdot \frac{0.3(q-2)(q-3)}{2^{n}}-\frac{1}{2} \frac{(q-2)(q-3)}{2^{n+1}} \cdot \frac{2^{n(m-1)}-1}{2^{n m}-(q-1)} \\
& \quad \geq \frac{(q-2)(q-3)}{2^{n+1}}\left(0.3-\frac{1}{2} \cdot \frac{2^{n(m-1)}-1}{2^{n m}-(q-1)}\right) \\
& \quad \geq \frac{0.14(q-2)(q-3)}{2^{n+1}},
\end{aligned}
$$

where the last inequality holds for $n \geq 2$. The inequality above is the left-hand inequality of Eq. (5). This completes the proof of Theorem 2.

## 5．Concluding Remarks

This paper proposes a length－preserving enciphering scheme that achieves the PRP security and the streamable decryption． Our enciphering scheme is suitable for secure communication on narrowband channels and memory－constrained devices．Our en－ ciphering scheme requires a streamable pseudorandom function and a blockcipher as primitives．For example，the streamable pseudorandom function is instantiated with HMAC．Our enci－ phering scheme requires three keys，which might be a problem in some application．Reducing the number of keys might therefore be significant in improving usability．
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