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Maintaining replicated data between nodes can improve the dependability of
data. We propose a probabilistic trapezoid protocol for replicated data that
combines the trapezoid protocol with the concept of a probabilistic quorum
system. We analyzed the read availability, the latest version’s read availability
and the average number of nodes accessed for the protocol. Our numerical
evaluations demonstrated that it improves not only the read availability but also
the latest version’s read availability. Furthermore, when the number of nodes
is greater than 100, it could effectively reduce the system’s load. We designed
and implemented a file transfer protocol to replicate data. Experimental results
proved that the trapezoid protocol could achieve a better throughput than
the voting system or the grid protocol. Despite node failure, the probabilistic
trapezoid protocol also achieved a relatively better throughput.

1. Introduction

With the advancement of computer networks, techniques to support the de-
pendability of networking and distributed data have become more and more
important 1),2). Data replication techniques are promising to improve data de-
pendability. A cluster system consisting of many inexpensive PCs can be ex-
tremely dependable and have an outstanding performance 4). The consistency
of replicated data in the distributed nodes must be maintained. That is, we
must consider the cost of maintaining consistent data in order to improve the
dependability 5).

One data replication technique is the Read One Write All (ROWA), where data
are read from one node and written to all nodes 3). The main advantage of this
technique is its low read overhead. However, the disadvantage is that the write
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overhead is proportional to the number of nodes in the system. In addition, if
a node is not available, data cannot be updated, resulting in low reliability on
write operations.

The Quorum theory was proposed to overcome these difficulties 6),7). The data
in a quorum system (refferred to as QS in the following), are read from a set
of nodes called a quorum and written to it. The read and write operations
can be mutually excluded, by applying read and/or write lock techniques. The
QS, however, has to access O(N) nodes, resulting in high read/write operation
overheads, where N is the number of nodes in the system. Peleg, et al. evaluated
the probe complexity, that is, the number of nodes accessed in the worst case, of
QS 8).

A few data replication protocols have been proposed that can reduce the sys-
tem’s load by utilizing a logical structure for the nodes. A node with the grid
protocol was arranged on a logical mesh to reduce the number of nodes accessed 9).
The tree quorum protocol applies a logical tree structure 10),11). Jimenez-Peris,
et al. evaluated the effectiveness of some types of quorum systems, including
the grid and the tree quorum protocol 12). Youn, et al. proposed a hybrid data
replication protocol that combines the concepts of the grid protocol and the
tree quorum protocol 13). With this protocol, it was possible to read/write data
only by accessing a small number of nodes when node failures did not occur. The
trapezoid protocol (referred to as TP in the following) has also been proposed 14).
The TP has a higher level of data availability and it also has a throughput better
than that of the quorum system or the grid protocol.

Another approach to improve the data availability has been presented, which
proposed a probabilistic quorum system (probabilistic QS) 15). Not only can
this technique reduce the system’s load, it also increases the data availability.
However, it could not always ensure the consistency of data. The probabilistic
QS is considered useful in systems where the latest data is not always required,
but a high level of data availability is Refs. 16), 17). The write quorum and the
read quorum do not necessarily intersect for the probabilistic QS.

We propose a probabilistic TP that combines the TP with the concept of the
probabilistic QS. By relaxing the intersection requirement on the TP, the tech-
nique we propose is able to provide a better read availability and to reduce the
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average number of the nodes accessed. We can prevent write conflicts by ap-
plying the write lock technique. We theoretically analyzed the read availability,
the latest version read availability (LV read availability), and the expected num-
ber of nodes accessed. We also did experiments and obtained results for various
replication protocols.

This paper is organized as follows. Section 2 briefly reviews replication proto-
cols. We then propose the probabilistic TP in Section 3. The theoretical analysis
of the availabilities and the number of accessed nodes is shown in Section 4. The
experimental results follow in Section 5, and Section 6 concludes the paper.

2. Overview of Data Replication Protocols

2.1 Definitions
A read quorum (RQ) denotes a set of nodes from which data are read. |RQ|

denotes the size of the RQ. A write quorum (WQ) denotes a set of nodes in which
data are written. |WQ| denotes the size of the WQ. In a QS, for an RQ and a
WQ, at least one common node is included in the RQ and the WQ 6),7). That is,

RQ ∩ WQ �= ∅. (1)
Also, for two WQs, WQ1 and WQ2,

WQ1 ∩ WQ2 �= ∅ (2)
holds to inhibit generating multiple latest versions. For a read operation, the
RQ is locked. Similarly, the WQ is locked for a write operation. Consequently,
access conflicts can be prevented.

The probabilistic QS does not guarantee that the obtained data is the latest
version 15). That is, the system might return old data even when it is regarded
as available for a read operation. Therefore, distinguishing the read availability
for the latest version (LV) of data from the one for any version, we define the
availability for read/write operations as follows.
[Definition 1]
( 1 ) Read availability is defined as the probability that the data can be read

from the system.
( 2 ) LV read availability is defined as the probability that the data can be read

and is the latest.
( 3 ) Write availability is defined as the probability that the data can be written

into the system.
N denotes the number of nodes in the quorum system and p denotes the probabil-
ity that a node is available, i.e., the node availability. We assumed an independent
fail-stop model for the nodes.

2.2 Voting System
As a simple case of quorum system, we explain the voting system (VS), which

is a special case of the weighted voting system where all nodes have a single
vote 7). Equation (3) holds and ensures that the RQ and the WQ have at least
one common node in a voting system to read the latest data. In other words, the
RQ and the WQ intersect.

|RQ| + |WQ| > N. (3)
Moreover the following equation ensures that the latest version is unique because
the write operation must lock more than half of the nodes.

2|WQ| > N. (4)
2.3 Grid Protocol
Each node for a grid protocol is arranged on an I ×J logical mesh structure 9).

The WQ consists of I nodes in a column as well as (J − 1) nodes, which have
been selected from all the other columns. The RQ is a set of J nodes, which
have been selected from each column. Figure 1 has a 3 × 5 grid protocol. An
example of RQ is RQ = {A0,0, A2,1, A1,2, A1,3, A2,4}. An example of WQ is
WQ = {A1,0, A0,1, A1,1, A2,1, A0,2, A2,3, A1,4}.

2.4 Trapezoid Protocol
As we can see in Fig. 2, the nodes for the TP are arranged as a logical trapezoid

that has a height of (h+1) 14). The top level consists of b nodes and the l-th level
(1 ≤ l ≤ h) consists of sl (= al + b) nodes, where a is a non-negative integer and
b is a positive integer. For TP, RQs and WQs are redefined as follows, to ensure
the consistency in read/write operations 14). Here, the parameter w is defined as
the number of nodes to which the data is written at each level except for the top
level.
( 1 ) RQ: the majority of nodes residing at the top level, or (sl − w + 1) nodes

residing at the l-th level (1 ≤ l ≤ h).
( 2 ) WQ: the majority of nodes residing at the top level, and w arbitrarily chosen

nodes in each level.
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Fig. 1 Example of Grid Protocol with 3 × 5 nodes. Examples of RQ and WQ are the set of
nodes circled with dotted line and painted gray, respectively.

Fig. 2 Example of Trapezoid Protocol (sl = 2l + 3, a = 2, b = 3, h = 2, N = 15). Nodes are
arranged by logical trapezoid with 3 upper base and 7 lower base nodes.

If more than half of the nodes are available for the top level, the latest data is
readable. For the l-th level, if more than (sl − w + 1) nodes are available, the
latest data is readable from the l-th level. In this paper, RQl means the quorum
for the l-th level.

We adopted a mechanism to balance the load 13),14). The parameter f (0 ≤
f ≤ 1, f is real) is introduced to distribute read operations over the logical
levels. Using f , the probability that a read request will first be sent to the l-th
level, F (l), is derived as

F (l) =

{
(1 − f)l · f, (l < h)
(1 − f)h. (l = h)

(5)

A larger f causes a heavier load at the top level, resulting in bottlenecks.
All nodes in at least one WQ have to be available for the write operation to be

successful.
Figure 2 has an example of a TP, where sl = 2l + 3, h = 2 (0 ≤ l ≤ 2).

For w = 1, there are 5 RQs ; RQ0 = {B0,0, B0,1}, {B0,0, B0,2}, {B0,1, B0,2},
RQ1 = {B1,0, B1,1, B1,2, B1,3, B1,4} and RQ2 = {B2,0, B2,1, B2,2, B2,3, B2,4,
B2,5, B2,6}. An example of WQ is WQ = {B0,1, B0,2, B1,2, B2,6}. If node B1,3

is not available, possible RQs are RQ0 = {B0,0, B0,1}, {B0,0, B0,2}, {B0,1, B0,2}
and RQ2 = {B2,0, B2,1, B2,2, B2,3, B2,4, B2,5, B2,6}.

2.5 Probabilistic Quorum System
For a probabilistic QS, the condition for a quorum is relaxed, i.e., an RQ and

a WQ do not necessarily intersect 15). As a result, this technique ensures a high
degree of read availability in exchange for a slightly lower level of consistency.
In the ε-intersecting quorum system 15) which is one of the probabilistic QS, the
following equation holds.

Pr(WQselected ∩ RQselected �= ∅) ≥ 1 − ε, (6)
where 0 ≤ ε ≤ 1, and WQselected and RQselected are the quorums selected by a
given strategy to write to and read from, respectively. For example, for N = 100,
|RQ| = |WQ| = 30, and the node availability is p = 0.9, the ε-intersecting
quorum system provides better than 0.99999 LV read availability as well as a
read availability that is very close to 1.0.

3. Probabilistic Trapezoid Protocol

We propose a probabilistic TP which has a logical trapezoid structure with the
probabilistic QS. The proposed protocol attains a higher read availability than
the TP in Section 2.4. This technique can also detect write conflicts by applying
the write lock technique.

In the probabilistic TP, smaller sets of nodes than those of TP can be used
as RQs, and they do not necessarily intersect each other. The parameter γ

(0 ≤ γ ≤ 1, γ is real) indicates the degree of relaxation. The maximum number
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of relaxed nodes for the probabilistic TP, tl, is expressed as follows for the l-th
level:

tl =

{
0, (l = 0)

�sl · γ�. (1 ≤ l ≤ h)
(7)

In other words, the size of the quorum for the l-th level (1 ≤ l ≤ h) is derived as
Eq. (8).

|RQl| ≥ sl − w + 1 − tl. (8)
This kind of relaxation is not applied to the top level. Therefore, if more than

half of the nodes in the top level are available, it is said to be readable for the
top level. For the l-th level, a set of more than (sl−w+1− tl) nodes can be used
as an RQ. In other words, the l-th level is readable. For γ = 0, the probabilistic
TP is exactly the same as the TP shown in Section 2.4. Hereafter, we call this
protocol the TP with γ = 0.

The read operation for the probabilistic TP is described by the following steps:
Step 1. Select the l-th level according to Eq. (5).
Step 2. Check if the l-th level is readable by applying steps A, B, and C (to be

described later).
Step 3. If readable, the data will be read and the read operation will terminate

successfully.
Step 4. If not, try the (l + 1)-th level. At the bottom level, l = h, try the top

level.
If no levels are readable, the read operation fails. The following describes the

procedure for checking whether the l-th level is readable.
Step A. Select a node randomly and test whether it is available.
Step B. If the following conditions hold, the l-th level is determined to be read-

able:
case 1. There are (sl − w + 1) available nodes.
case 2. There are at least (sl − w + 1 − tl) available nodes and all the

nodes in the l-th level have been checked.
Step C. The l-th level is not readable: if the number of available nodes found

plus the number of unchecked nodes is less than (sl − w + 1 − tl).
Figure 3 describes this procedure.

Definition:

U, V : set of nodes ;

|U |, |V |: size of U , size of V ;

u: chosen node ;

Initialization:

U = {u1, u2, u3, · · · , usl} from l-th level ;

V = {∅} ; // available nodes

Checking:

repeat forever{
Step A:

u = selectOneNodeRandomlyFrom(U) ;

U = U − u ;

if ( u is available ){
V = V ∪ {u} ;

}
Step B:

if ( |V | ≥ sl − w + 1

or ( |V | ≥ |RQl| and |U | == 0 ) ){
Exit as readable ;

}
Step C:

if ( |U | + |V | < |RQl| ){
Exit as not readable ;

}
}

Fig. 3 Procedure for checking whether l-th level is readable.

Let us look at an example of a probabilistic TP for w = 1, γ = 0.2 by using
Fig. 2. We assume that the node B1,3 is unavailable. The number of nodes in
the second level is 5 and γ = 0.2, (sl −w + 1− tl) = 4. Therefore, RQ1 = {B1,0,
B1,1, B1,2, B1,4} as well as RQ0 = {B0,0, B0,1}, {B0,0, B0,2}, {B0,1, B0,2} and
RQ2 = {B2,0, B2,1, B2,2, B2,3, B2,4, B2,5, B2,6}. When the latest data is written
in B1,3, RQ1 does not provide the latest data.
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4. Analysis of Probabilistic Trapezoid Protocol

In this section, we analyze the read availability, the LV read availability and
the expected number of nodes accessed, for the probabilistic TP. The write avail-
ability for the probabilistic TP is exactly the same as the one derived in Ref. 14).
To simplify the analysis, we assumed the following conditions.
1. Each node would fail independently.
2. A node will stop on failure (fail-stop).
3. Communication links would always be available.

For readability, we defined the following expression, which shows the probability
that at least j nodes out of i nodes would be available.

Ψ(i, j) ≡
i∑

k=j

(
i

k

)
· pk(1 − p)i−k, (9)

where p denotes the node availability.
By applying the above expression, the write availability Pwrite for the TP 14)

can be expressed as

Pwrite = Ψ(b, �b/2� + 1) ·
h∏

l=1

Ψ(sl, w). (10)

The write availability for the probabilistic TP is exactly the same as above.
4.1 Read Availability
The probability that the top level will be readable is equal to the probability

that more than half of the b nodes will be available in the probabilistic TP. If
(sl − w + 1 − tl) nodes are available for the l-th level, then it is readable. That
is, the probability that the l-th level will be readable is

Ql =

{
Ψ(b, �b/2� + 1), (l = 0)
Ψ(sl, sl − w + 1 − tl). (1 ≤ l ≤ h)

(11)

In the probabilistic TP, if one or more levels are readable, read operations are
successful. Therefore, the read availability Pread is derived as

Pread = 1 −
h∏

l=0

(1 − Ql). (12)

Next, let us derive the LV read availability, Gl, for the l-th level. According to
Eq. (7), the latest data is obtained from the top level. This means G0 = Q0. For
the lower level, the probability that the latest data will be available is obtained
by

Gl =
sl∑

k=sl−w+1−tl

ξ(k), (1 ≤ l ≤ h) (13)

where ξ(k) means the probability that exactly k nodes are available and at least
one of these k nodes has the latest data. ξ(k) is expressed as

ξ(k) =
(

sl

k

)
· pk(1 − p)sl−k ·

{
1 −

(
sl−w

k

)(
sl

k

)
}

. (14)

This is because
{

1 − (sl−w

k )
(sl

k )

}
means the probability that k nodes will have at

least one common node with w nodes to which the data are written.
The LV read availability Gread can be expressed as

Gread =
h∑

l=0

(F (l) · Pg(l)) , (15)

where Pg(l) is the probability that the latest data will be read when the read
operation starts from the l-th level. Since such a successful read operation is
attained somewhere in all the levels, the following equation holds:

Pg(l) = Gl

+Ql · Gl+1

+Ql · Ql+1 · Gl+2

...
+Ql · Ql+1 · Ql+2 · · ·Qh−1 · Gh

+Ql · Ql+1 · Ql+2 · · ·Qh−1 · Qh · G0

+Ql · Ql+1 · Ql+2 · · ·Qh−1 · Qh · Q0 · G1
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...
+Ql · Ql+1 · Ql+2 · · ·Qh−1 · Qh

·Q0 · Q1 · · ·Ql−2 · Gl−1

=
h∑

k=l

⎛
⎝k−1∏

j=l

Qj · Gk

⎞
⎠

+
l−1∑
k=0

⎛
⎝ h∏

j=l

Qj ·
k−1∏
j=0

Qj · Gk

⎞
⎠ . (16)

4.2 Average Number of Nodes Accessed
We analyzed the average number of nodes accessed to evaluate the system’s load

with the probabilistic TP. It was derived separately for read/write operations.
The number of the nodes accessed depends on the procedures that check whether
the l-th level is readable. In this section, we assume the procedure described in
Section 3.

If the l-th level is readable, the average number of nodes accessed with the
procedure is derived as

Ul =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

U ′(b, �b/2� + 1, �b/2� + 1, 0)
Ψ(b, �b/2� + 1)

, (l = 0)

U ′(sl, sl − w + 1, sl − w + 1 − tl, 0)
Ψ(sl, sl − w + 1 − tl)

.

(1 ≤ l ≤ h)

(17)

We derived Ul as the conditional expected value under the condition that the
level is readable. Thus, the denominator in Eq. (17) is the probability that (sl −
w + 1− tl) of sl nodes will be available. The numerator is recursively derived as

U ′(n, j, k, c) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

c, (j = 0)
c, (n = 0 and k ≤ 0)
0, (n < k)
p · U ′(n − 1, j − 1, k − 1, c + 1)

+(1 − p) · U ′(n − 1, j, k, c + 1),
(otherwise)

(18)

where
• n : the number of unchecked nodes;
• j : the number of nodes to form a quorum for the TP with γ = 0;
• k : the minimum number of nodes to form a quorum for the probabilistic

TP;
• c : the parameter to count the number of nodes accessed
However, if the l-th level is not readable, the average number of nodes accessed

during the procedure can be derived as

Vl =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

V ′(b, �b/2� + 1, �b/2� + 1, 0)
1 − Ψ(b, �b/2� + 1)

, (l = 0)

V ′(sl, sl − w + 1, sl − w + 1 − tl, 0)
1 − Ψ(sl, sl − w + 1 − tl)

.

(1 ≤ l ≤ h)

(19)

Vl is also the conditional expected value, and thus the denominator in Eq. (19)
is the probability that (w + tl) of sl nodes will not be available. As well as using
Eq. (17), the numerator can be recursively derived by

V ′(n, j, k, c) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0, (j = 0)
0, (n = 0 and k ≤ 0)
c, (n < k)
p · V ′(n − 1, j − 1, k − 1, c + 1)

+(1 − p) · V ′(n − 1, j, k, c + 1).
(otherwise)

(20)

where
• n : the number of unchecked nodes;
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• j : the number of nodes to form a quorum for the TP with γ = 0;
• k : the minimum number of nodes to form a quorum for the probabilistic

TP;
• c : the parameter to count the number of nodes accessed
With the probabilistic TP, the average number of nodes accessed for read op-

erations, Cread, is obtained by

Cread =
h∑

l=0

(
F (l) · Cr(l)

)
, (21)

where Cr(l) is the summation of the probability that data will be read starting
from the l-th level times the average number of nodes accessed during this trial.
That is,

Cr(l) =
h∑

k=l

{(k−1∏
j=l

Qj · Qk

)
·
(k−1∑

j=1

Vj + Uk

)}

+
l−1∑
k=0

{( h∏
j=l

Qj ·
k−1∏
j=0

Qj · Qk

)
·
( h∑

j=l

Vj +
k−1∑
j=0

Vj + Uk

)}

+
h∏

k=0

Qk ·
h∑

k=0

Vk. (22)

The write operation checks each level from top to bottom. Therefore, the
average number of nodes accessed for write operations, Cwrite, is the summation
over the average numbers of nodes accessed for all levels. That is,

Cwrite = U ′(b, �b/2� + 1, �b/2� + 1, 0)
+ V ′(b, �b/2� + 1, �b/2� + 1, 0)

+
h∑

k=1

(
U ′(sk, w, w, 0) + V ′(sk, w, w, 0)

)
. (23)

4.3 Numerical Evaluations
Figure 4 plots the read availability for the probabilistic TP, as a function of

the node availability p. Figure 4 (a) plots the results for sl = 8l + 4, h = 1,
N = 16, f = 0.5, and w = 1. Figure 4 (b) plots the results for sl = 2l + 3,
h = 2, N = 15, f = 0.5, and w = 1. For example, consider Fig. 4 (a), where the

(a) sl = 8l + 4, h = 1, N = 16, f = 0.5, and w = 1.

(b) sl = 2l + 3, h = 2, N = 15, f = 0.5, and w = 1.

Fig. 4 Read availability for probabilistic TP as a function of the node availability p.

read availability for γ = 0.3, p = 0.99 is about (1 − 10−9). Similarly, the read
availability for γ = 0.15 is about (1 − 10−6). The read availability for the TP
with γ = 0 is about 0.9999 and the LV read availability for γ = 0.15 is 0.99. The
read availabilities increase as the node availability increases. For a larger γ, the
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(a) sl = 8l + 4, p = 0.9, f = 0.3, and w = 1.

(b) sl = 8l + 4, p = 0.99, f = 0.3, and w = 1.

Fig. 5 Read availability for probabilistic TP, as a function of the number of nodes N .

read availability improves quickly, but the LV read availabilities improve much
slower.

Figure 5 plots the read availability for the probabilistic TP, as a function of the

number of nodes N . Figure 5 (a) plots the results for sl = 8l+4, p = 0.9, f = 0.3,
and w = 1. Figure 5 (b) plots the results for sl = 8l + 4, p = 0.99, f = 0.3, and
w = 1. For example, consider Fig. 5 (a), where the read availability for γ = 0.3
and N = 100 is (1 − 10−11). Similarly, the read availability for γ = 0.15 is
about (1 − 10−4). The increased N does not contribute to any increased read
availability for the TP with γ = 0. When p = 0.9, the read availability for the
TP with γ = 0 is less than 0.99. Figures 5 (a) and (b) indicate that applying γ

effectively increases the read availability.
Figure 6 plots the average number of nodes accessed for the probabilistic TP,

as a function of the parameter f . Figure 6 (a) plots the results for sl = 2l + 3,
h = 8, N = 99, p = 0.9, and w = 1. Figure 6 (b) plots the results for sl = 2l + 3,
h = 8, N = 99, p = 0.99, and w = 1. For example, consider Fig. 6 (a), where the
average number of nodes accessed for γ = 0.0, f = 0.4 is almost 10. Similarly,
the average number of nodes accessed for γ = 0.3 is equal to 6. When p = 0.9,
the increase in γ decreases the average number of nodes accessed. The growth of
f can decrease the average number of nodes accessed. However, the increase in
f may concentrate read operations on the top level.

Figure 7 plots the read availability for the probabilistic TP, as a function of
the parameter γ. Figure 7 (a) plots the results for sl = 8l+4, p = 0.9, and w = 1.
Figure 7 (b) plots the results for sl = 8l + 4, p = 0.99, and w = 1. For example,
consider Fig. 7 (a), where the read availability for h = 1, γ = 0.3 is about 0.999.
The read availability for h = 4, γ = 0.1, is almost 0.999. LV read availabilities
do not decrease when γ ≥ 0.1. However, read availabilities greatly increase as γ

increases.
Figure 8 plots the average number of nodes accessed for the probabilistic TP,

as a function of the parameter γ. Figure 8 (a) plots the results for sl = 2l + 3,
p = 0.9, f = 0.3, and w = 1. Figure 8 (b) plots the results for sl = 2l + 3,
p = 0.99, f = 0.3, and w = 1. For example, consider Fig. 8 (a), where the average
number of nodes accessed for h = 2, 0 < γ < 0.5, is 5.5. Similarly, the number
for h = 8, 0.2 < γ < 0.5, is almost 7.5. The larger the h, that is, the larger the
N , the more effective the increase in γ was in reducing the load.

In Table 1, we can see the read availability for the probabilistic TP and the
probabilistic QS. Table 1 lists the results for the probabilistic TP for sl = 2l + 3,
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(a) sl = 2l + 3, h = 8, N = 99, p = 0.9 and w = 1.

(b) sl = 2l + 3, h = 8, N = 99, p = 0.99 and w = 1.

Fig. 6 Average number of nodes accessed for the probabilistic TP, as a parameter f .

(a) sl = 8l + 4, p = 0.9, and w = 1.

(b) sl = 8l + 4, p = 0.99, and w = 1.

Fig. 7 Read availability for probabilistic TP, as a function of the parameter γ.

h = 8, N = 99, p = 0.99, f = 0.3, w = 1, and γ = 0.1 and the probabilistic QS
for N = 100, p = 0.99, and |RQ| = |WQ| = 8. While the average number of
accessed nodes for the probabilistic TP is about 7.3, we set the quorum size of
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(a) sl = 2l + 3, p = 0.9, f = 0.3, and w = 1.

(b) sl = 2l + 3, p = 0.99, f = 0.3, and w = 1.

Fig. 8 Average number of nodes accessed for probabilistic TP, as a function of the
parameter γ.

Table 1 Read availability when p = 0.99, probabilistic TP: sl = 2l + 3, h = 8, N = 99,
f = 0.3, w = 1, γ = 0.1, probabilistic QS: N = 100, |RQ| = |WQ| = 8.

# of accessed LV read read
nodes availability availability

TP 7.3 0.9978 ≈ 1.0
QS 8.0 0.4998 ≈ 1.0

Table 2 Read availability when p = 0.9, probabilistic TP: sl = 2l + 3, h = 8, N = 99,
f = 0.3, w = 1 and γ = 0.1, probabilistic QS: N = 100 and |RQ| = |WQ| = 11.

# of accessed LV read read
nodes availability availability

TP 10.7 0.9851 0.9999
QS 11.0 0.7421 ≈ 1.0

the probabilistic QS to 8. Both protocols achieved a read availability very close
to 1.0. With the probabilistic QS, the LV read availability was less than 0.5.
The LV read availability with the probabilistic TP was about twice that with the
probabilistic QS.

Table 2 lists the read availability for the probabilistic TP and the probabilistic
QS. It also lists the results for the probabilistic TP with sl = 2l + 3, h = 8,
N = 99, p = 0.9, f = 0.3, w = 1, and γ = 0.1 and for the probabilistic QS with
N = 100, p = 0.9 and |RQ| = |WQ| = 11. Both protocols achieved a high read
availability. With the probabilistic QS, however, the LV read availability was
0.7421. This means that the probabilistic QS could not obtain the latest data
with a probability of about 25%.

5. Experiments of Data Replication Protocols

In this section, we describe the design and the implementation of the data
replication protocol. We also report the measured results of the throughput
for VS, grid protocol, and TP on our experimental system. We evaluated the
throughput under conditions where the node availability p was set to 1 or 0.

5.1 Experimental Setup
We implemented file transfer protocols based on VS, grid protocol, and TP in

C++. The source codes were about 2500 lines. We set up 17 Linux computers
(Celeron 2 GHz, 256 MB RAM) for the measurements. Both the clients and the
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Fig. 9 Experimental setup for data replication protocols.

servers for file transfer were running on 16 computers. These were remotely
controlled through a controller. As we can see from Fig. 9, the computers and
the controller were connected to one another via 1 Gb/s switching hubs.

5.2 Specifications of The File Transfer Protocol
We implemented the file transfer protocol by expanding a simple protocol,

TFTP 18). TFTP assumes that a client will connect to one server node. In this
study we designed a version management mechanism for data by adding version
information to the data written to servers. We also implemented read and write
lock operations for the target data to avoid concurrent executions of conflicting
operations.

Figure 10 is a conceptual diagram of the file transfer protocol implemented in
this study. Before a transmission, the client sent lock requests to target servers.
Each server maintained a queue to store lock requests, and executed lock opera-
tions in the order of arrival when this was possible. Then, the servers sent back
lock acknowledgements with version information on the data stored. If the client
received lock acknowledgements from all servers to which lock requirements had
been sent within the time-out interval, T1, or if it received acknowledgements
from the minimum number of required servers within the time-out interval, T2,
it started file transmission based on the received version information. However,
if the client failed to receive acknowledgements from the minimum number of
required servers within T2, the write operation would terminate unsuccessfully.
For a read operation, the client tried to request the next level. After the file had
been transmitted, the client sent unlock requests, and the operation completed.

Fig. 10 Overview of the file transfer protocol designed.

Note that file transmissions for multiple servers were performed sequentially.
5.3 Experimental Results and Remarks
Here, we report on the measured results of the throughput in terms of pro-

cessed requests/s, which were obtained by implementing the file transfer proto-
col. Throughout all the experiments, the request frequency λ for the operations
on each client was set to 0.5 ≤ λ ≤ 2.5 [the number of requests/s]. The rate
at which read operations occurred with respect to write operations was set to
1. The time to measure each result was 1,000 seconds. Time-out intervals were
set to T1 = 0.1 [s] and T2 = 1.0 [s]. We also used a text file of 10 KB as the
transmitted data.

Figure 11 plots the measured throughputs for TP with γ = 0, grid protocol,
and VS. We applied the same node arrangements as in Fig. 2 to the TP with
γ = 0, where sl = 2l + 3, h = 2, N = 15, f = 0.5, w = 1, and γ = 0. We
applied the same 4 × 4 arrangement as in Fig. 1 to the grid protocol. We set
the parameters to N = 15, |WQ| = 8, and |RQ| = 8 for VS. The throughputs
for every protocol decreased as the request frequency λ increased. TP had the
highest throughput. This can be attributed to the fact that the size of quorums
for the TP was smaller than the one for the other protocols.
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Fig. 11 Average throughput on data replication protocols ( N ≈ 15 and p = 1.0 ), TP:
sl = 2l + 3, h = 2, N = 15, f = 0.5, w = 1, γ = 0.0 and grid protocol: 4 × 4, VS:
N = 15, |RQ| = 8, |WQ| = 8.

Figure 12 plots the measured throughput for TP using sl = 2l + 3 and h = 2
similar to Fig. 2, under different γ conditions, i.e., 0 and 0.2. In all ranges of
λ, TP with γ = 0.2 had a higher throughput, although the differences were not
significantly large. They were considered to have been caused when time-outs
occurred while the request was kept in the queue.

Table 3 lists the measured throughput for the grid protocol and the TP with
λ = 2.0 [requests/s]. We applied the same node arrangements as in Fig. 2 to the
TP where sl = 2l + 3, h = 2, N = 15, f = 0.5, w = 1, and γ = 0 or 0.2. Here,
we measured throughput under two conditions, that is, all node were always
available (case A), and one node was always unavailable, i.e., p = 0 (case B).
The unavailable node was selected as A1,2 for the grid protocol, and B1,2 for the
TP. For case A, the difference between the grid protocol and the TP, with γ = 0,
was about 15%, while TPs, with γ = 0 and γ = 0.2, had smaller differences.
For case B, where one node was unavailable, the grid protocol had the lowest
throughput. However, the probabilistic TP with γ = 0.2 suffered a moderate
decrease in throughput compared with the other protocols or conditions.

Fig. 12 Average throughput for probabilistic TP using sl = 2l + 3, h = 2, N = 15, p = 1.0,
f = 0.5, and w = 1.

Table 3 Average throughput [the number of requests/s] on data replication protocols( N ≈
15, λ = 2.0 [requests/s] ), TP: sl = 2l + 3, h = 2, f = 0.5, w = 1, grid protocol:
4 × 4.

case A case B
# of unavailable nodes 0 1

Grid Protocol 10.01 0.2707
TP (γ = 0.0) 11.42 0.4751

probabilistic TP (γ = 0.2) 11.68 1.7570

6. Conclusions

We proposed a probabilistic TP that combined a TP with the concept of proba-
bilistic QS. The proposed technique was able to provide a higher read availability
than the one with TP alone. We theoretically analyzed the read availability, the
latest version read availability (LV read availability), and the expected number of
nodes to be accessed. Our numerical evaluations substantiated the probabilistic
TP’s improved data availability. As we can see from Fig. 4, read availability is
dramatically improved. Figure 8 indicates that when the number of the nodes
increases, the average number of nodes accessed can be decreased. Furthermore,
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the probabilistic TP achieves greater LV read availability than the probabilistic
QS, which consists of almost the same size quorum. We implemented various
replication protocols on a system consisting of 17 personal computers and found
the probabilistic TP had a better dependability in terms of the availability of
data.

A high availability with improved performance is obtained from a combination
of factors, including the load balancing and parameter setups in the experiments.
A further experimental evaluation, including a discussion about the confidence
intervals of the result and a wider range of parameters, will be a part of our
future work.
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