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Burst SSD Buffer: Checkpoint Strategy at Extreme Scale
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Abstract: Checkpointing is an indispensable fault tolerance technique, commonly used by HPC applications that run
continuously for hours or days at a time. However, when checkpointing extreme scale systems, the bursty nature of
the I/O pattern of checkpointing overburdens file systems and also causes huge overhead to be added to an applica-
tion’s runtime. In order to alleviate the overhead and achieve fast checkpoint/restart, we propose a highly-resilient
mini-SSD-based burst buffer system, and explore a checkpoint strategy on the system based on our checkpointing
model.

1. Introduction
The growing computational power of high performance com-

puting (HPC) systems enables increasingly larger scientific simu-
lations. However, as the number of system components increase,
the overall failure rate of systems increases. Further, the mean
time between failures (MTBF) of future systems is projected to
be on the order of tens of minutes or hours [7], [10], [31]. In fact,
an earlier failure analysis on Hera, Atlas and Coastal clusters at
Lawrence Livermore National Laboratory (LLNL) [29] showed
that a production application, the pF3D laser-plasma interaction
code [4], experienced 191 failures out of 5-million node-hours.
If we simply scale out the system while keeping the failure rate
constant, the estimated MTBF is about 1.2 days for a 1,000-node
cluster, 2.9 hours for a 10,000-node cluster, and 17 minutes for a
100,000-node cluster. Without fault tolerant techniques and more
reliable hardware, applications will be unable to run continuously
for even one day on such a large system. Therefore, as we look
towards extreme scale systems, fault tolerance is becoming more
important [8].

One indispensable fault tolerance technique is check-
point/restart. The application writes a snapshot of its state to a
reliable parallel file system (PFS) so that if a failure occurs, the
application can restore the state from the snapshot. Although
storing checkpoints in the PFS is highly reliable, this straight-
forward method can impose huge overheads on application run
times at large scales. Multilevel checkpoint/restart is an approach
to this problem [3], [23]. Multilevel checkpointing libraries
generally cache checkpoints in in-system storage such as RAM
or other node-local storage, and copy a select few to the more
reliable PFS. This reduces the overhead of writing checkpoints
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in the common case, which can greatly increase application effi-
ciency. In addition, combining multilevel checkpoint/restart with
asynchronous I/O [1], [25], [30] or uncoordinated checkpointing
[5], [11], [28] can result in more efficient execution in the
presence of failures. However, even with these state-of-the-art
checkpoint/restart techniques, high failure rates at extreme scale
may limit the ability of the techniques to improve application
efficiency. Using only distributed node-local storage for caching
checkpoints is scalable. However, the approach is not viable
at extreme scale due to node-local storage being generally
unreliable in the event of failures.

The LLNL failure analysis study showed that most failures af-
fect a single compute node. To tolerate node failures, multilevel
checkpointing libraries generally apply redundancy schemes to
the cached checkpoints. For example, each checkpoint may be
copied to a partner node, or the library may utilize a RAID algo-
rithm and spread redundancy data across multiple compute nodes.
This allows the application to recover from node failures assum-
ing the number of nodes lost is less than what is tolerated by
the redundancy scheme used. However, with higher failure rates,
the likelihood of multiple simultaneous node failures increases.
If the simultaneous failures affect nodes in a shared redundancy
set, the cached checkpoints will be lost and the application will
need to restart from the PFS. This could mean the application
would spend the majority of its time in checkpoint/restart activi-
ties [30]. Thus, even with such state-of-the-art checkpoint/restart
techniques, application efficiency may suffer at extreme scales.

Burst buffers have been proposed as in-system storage to alle-
viate the problems of writing to a shared PFS [19], [20]. Burst
buffers are a new tier in the storage hierarchy to fill the perfor-
mance gap between node-local storage and the PFS. They can ab-
sorb the bursty I/O requests from applications and thus can reduce
the effective load on the PFS. System software can manage mov-
ing data between the burst buffers and the PFS asynchronously to
applications and can coordinate data movement across jobs. In
this paper, we consider using burst buffers to improve system re-
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siliency. With burst buffers, an application can store checkpoints
both on node-local storage and burst buffers for increased effi-
ciency and reliability. In this paper, we explore how burst buffers
can improve efficiency compared to using only node-local stor-
age. Our key contributions include:
• A model to evaluate system resiliency given a check-

point/restart and storage configuration
• Simulation results showing how burst buffers can improve

system resiliency compared to using only node-local storage
• A quantitative examination of the trade-offs between coordi-

nated and uncoordinated multilevel checkpoint/restart
• An analysis of which tiers in the storage hierarchy impact

system reliability and efficiency
• An exploration of burst buffer configurations to discover the

best for extreme scale.
In the next section, we categorize checkpoint/restart strategies

and describe our targets for our study. In Section 3, we intro-
duce an mSATA-based SSD burst buffer machine, and show pre-
liminary results. In Section 4, we model multi-tiered hierarchi-
cal storage and checkpoint/restart strategies. In Section 5, we
describe our experimental setup and in Section 6 we simulate
system efficiency given checkpoint/restart strategies and storage
configurations, and describe a solution for bulding reliable sys-
tem/arichitecture towards extreme scale.

2. Checkpoint/Restart Strategies
Over the years, many checkpoint/restart strategies have been

studied. These techniques can be roughly categorized into sin-
gle or multi-level, synchronous or asynchronous, and coordinated
or uncoordinated checkpoint/restart. We explain each check-
point/restart strategy and their advantages and disadvantages.

2.1 Single vs. Multi-Level Checkpointing
The simplest approach for checkpoint/restart is to write all

checkpoints to a single location, such as the PFS [33], [35].
However, when a large number of compute nodes write their
checkpoints to a PFS, contention for shared PFS resources leads
to low I/O throughput. Multilevel checkpointing is an approach
for alleviating this bottleneck [3], [23]. Earlier failure analy-
sis [23] showed most failures on current supercomputers affect
a single compute node, which does not necessarily require writ-
ing checkpoints to the reliable, but slow PFS. For example, only
15% of failures on the Hera, Atlas and Coastal systems at LLNL
required checkpoints on the PFS for restarts. The study also
showed multilevel checkpoint/restart can benefit application ef-
ficiency in the face of higher failure rates and increased relative
overhead of checkpointing to the PFS that may occur on future
systems. Therefore, in this study we only target multilevel check-
point/restart.

2.2 Synchronous vs. Asynchronous Checkpointing
Checkpointing libraries can write checkpoints either syn-

chronously or an asynchronously. Synchronous checkpointing li-
braries [23], [35] write checkpoints such that all processes write
their own checkpoints concurrently, and are blocked until the
checkpoint operation completes. In asynchronous checkpointing
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Fig. 1 Indirect global synchronization

[29], [33], the library writes checkpoints to the PFS in the back-
ground of application computation, which can reduce checkpoint-
ing overhead experienced by applications. With asynchronous
checkpointing, after each process writes its checkpoint data to
RAM or node-local storage, it can continue its computation. An-
other process or thread reads the checkpoint from the storage lo-
cation, and writes it to the PFS. Although asynchronous check-
pointing can increase an application’s runtime due to resource
contention from the background checkpoint transfer process, it
resolves the blocking problem of synchronous checkpointing.

Intuitively, one would expect asynchronous checkpointing to
be more efficient than synchronous checkpointing. However, our
earlier study showed that simple asynchronous checkpointing,
which inflates an application runtime to a certain extent, can be
worse than synchronous checkpointing [29]. But with our asyn-
chronous checkpointing system using RDMA, we minimized the
inflated overhead, and showed that the asynchronous checkpoint-
ing is more efficient given current and future failure rates, and ex-
pected checkpointing overhead. Thus, in this paper, we explore
only asynchronous checkpointing.

2.3 Coordinated vs. Uncoordinated Checkpointing
Last, we consider whether checkpoint/restart is coordinated

or uncoordinated. With coordinated checkpoint/restart, all pro-
cesses globally synchronize before taking checkpoints to ensure
the checkpoints are consistent and that no messages are in flight.
Coordinated checkpoint/restart is applicable to a wide range of
applications. However, at large scales the global synchronization
can cause overhead due to propagation of system noise [14]. In
addition, when checkpointing to or restarting from a PFS, tens
of thousands of compute nodes concurrently write or read check-
points, which can cause large overhead due to contention. Mean-
while, uncoordinated checkpointing [5] does not require global
synchronization, and allows processes to write/read checkpoints
at different times, which lowers checkpoint overhead. How-
ever, with uncoordinated checkpointing there may be messages
in flight from one process to another when a checkpoint is taken.
To handle this, uncoordinated checkpointing libraries log mes-
sages, which has its own overhead problem. This protocol can
cause the so-called domino effect preventing an application from
rolling-back to the last checkpoint at restart [9] without message
logging.

Earlier uncoordinated checkpoint techniques [11], [28] re-
duce the message logging overhead by partitioning processes into
clusters, and only logging the inter-cluster communications. Al-
though the clustering approach can reduce message logging over-
head while minimizing the number of processes that need to
restart on failure, application runtime is still inflated by the log-
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Fig. 2 (a) Left: Flat buffer system (b) Right: Burst buffer system

ging overhead. In addition, if we apply uncoordinated check-
pointing to MPI applications, indirect global synchronization can
occur. For example, process(a2) in cluster(A) wants to send a
message to process(b1) in cluster(B), which is writing its check-
point at that time. Process(a2) waits for process(b1) because pro-
cess(b1) is doing I/O and can not receive or reply to any mes-
sages, which keeps process (a1) waiting to checkpoint with pro-
cess (a2) in Figure 1. If such a dependency propagates across all
processes, it results in indirect global synchronization. Many MPI
applications exchange messages between processes in a shorter
period of time than is required for checkpoints, so we assume
uncoordinated checkpointing time is same as coordinated check-
pointing one in the model in Section 4.

2.4 Target Checkpoint/Restart Strategies
As discussed previously, multilevel and asynchronous ap-

proaches are more efficient than single and synchronous check-
point/restart respectively. However, there is a trade-off between
coordinated and uncoordinated checkpointing given an applica-
tion and the configuration. In this work, we compare the ef-
ficiency of multilevel asynchronous coordinated and uncoordi-
nated checkpoint/restart. However, because we have already
found that these approaches may be limited in increasing applica-
tion efficiencies at extreme scale [29], we also consider storage
architecture approaches.

3. Storage designs
Our goal is to achieve a more reliable system with more effi-

cient application executions. Thus, we consider not only a soft-
ware approach via checkpoint/restart techniques, but also con-
sider different storage architectures. In this section, we introduce
an mSATA-based SSD burst buffer system (Burst buffer system),
and explore the advantages by comparing to a representative cur-
rent storage system (Flat buffer system).

3.1 Current Flat Buffer System
In a flat buffer system (Figure 2 (a)), each compute node has

its dedicated node-local storage, such as an SSD, so this design
is scalable with increasing number of compute nodes. Several
supercomputers employ this flat buffer system [13], [22], [24].
However this design has drawbacks: unreliable checkpoint stor-
age and inefficient utilization of storage resources. Storing check-
points in node-local storage is not reliable because an applica-
tion can not restart its execution if a checkpoint is lost due to a
failed compute node. For example, if compute node 1 in Figure
2 (a) fails, a checkpoint on SSD 1 will be lost because SSD 1
is connected to the failed compute node 1. Storage devices can
be underutilized with uncoordinated checkpointing and message

logging. While the system can limit the number of processes to
restart, i.e., perform a partial restart, in a flat buffer system, lo-
cal storage is not utilized by processes which are not involved in
the partial restart. For example, if compute node 1 and 3 are in a
same cluster, and restart from a failure, the bandwidth of SSD 2
and 4 will not be utilized. Compute node 1 can write its check-
points on the SSD of compute node 2 as well as its own SSD in
order to utilize both of the SSDs on restart, but as argued earlier
distributing checkpoints across multiple compute nodes is not a
reliable solution.

Thus, future storage architectures require not only efficient but
reliable storage designs for resilient extreme scale computing.

3.2 Burst Buffer System
To solve the problems in a flat buffer system, we consider a

burst buffer system [21]. A burst buffer is a storage space to
bridge the gap in latency and bandwidth between node-local stor-
age and the PFS, and is shared by a subset of compute nodes.
Although additional nodes are required, a burst buffer can offer
a system many advantages including higher reliability and effi-
ciency over a flat buffer system. A burst buffer system is more
reliable for checkpointing because burst buffers are located on
a smaller number of dedicated I/O nodes, so the probability of
lost checkpoints is decreased. In addition, even if a large number
of compute nodes fail concurrently, an application can still ac-
cess the checkpoints from the burst buffer. A burst buffer system
provides more efficient utilization of storage resources for partial
restart of uncoordinated checkpointing because processes involv-
ing restart can exploit higher storage bandwidth. For example, if
compute node 1 and 3 are in the same cluster, and both restart
from a failure, the processes can utilize all SSD bandwidth unlike
a flat buffer system. This capability accelerates the partial restart
of uncoordinated checkpoint/restart.

Table 1 Node specification
CPU Intel Core i7-3770K CPU (3.50GHz x 4 cores)

Memory Cetus DDR3-1600 (16GB)
M/B GIGABYTE GA-Z77X-UD5H
SSD Crucial m4 msata 256GB CT256M4SSD3

(Peak read: 500MB/s, Peak write: 260MB/s)
SATA converter KOUTECH IO-ASS110 mSATA to 2.5’ SATA

Device Converter with Metal Fram
RAID Card Adaptec RAID 7805Q ASR-7805Q Single

To explore the bandwidth we can achieve with only commod-
ity devices, we developed an mSATA-based SSD test system. The
detailed specification is shown in Table 1. The theoretical peak
of sequential read and write throughput of the mSATA-based SSD
is 500 MB/sec and 260 MB/sec, respectively. We aggregate the
eight SSDs into a RAID card, and connect two the RAID cards
via PCE-express(x8) 3.0. The theoretical peak performance of
this configuration is 8 GB/sec for read and 4.16 GB/sec for write
in total. Our preliminary results showed that actual read band-
width is 7.7 GB/sec (96% of peak) and write bandwidth is 3.8
GB/sec (91% of peak) [32] . By adding two more RAID cards,
and connecting via high-speed interconnects, we expect to be able
to build a burst buffer machine using only commodity devices
with 16 GB/sec of read, and 8.32 GB/sec of write throughput.
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Fig. 3 Recursive structured storage model

For efficiency exploration, we use the read and write throughput
of our test system.

4. Modeling
As described in Sections 2 and 3, each checkpoint strategy and

storage architecture have advantages and disadvantages. To dis-
cover which checkpoint strategy is best for given a storage archi-
tecture, we developed a model of the checkpoint strategies and
storage architectures.

4.1 Recursive Structured Storage Model
We introduce a recursive structured storage model to gener-

alize storage architectures to describe both flat and burst buffer
systems with a single model. Figure 3 shows the recursive struc-
tured storage model based on a context-free grammar. A tier i
hierarchical entity, Hi, has a storage S i shared by mi upper hierar-
chical entities, Hi−1. We denote Hi=0 as a compute node. If each
tier of hierarchical storage is shared as {m1,m2, . . . ,mN} in an N-
tired hierarchical storage, we denote the storage architecture as
HN {m1,m2, . . . ,mN}. For example, the flat buffer system in Fig-
ure 2 (a) can be represented as H2 {1, 4}. It has 2 levels of storage:
the node-local storage is not shared, so m1 = 1; however, the PFS
is shared across all compute nodes, so m2 = 4. In the same man-
ner, the burst buffer system in Figure 2 (b) can be represented as
H2 {2, 2}. The total number of compute nodes can be calculated
as
∏2

i=1 mi = 4 nodes.

Table 2 Tier i storage (S i) performance parameters
ri Sequential read throughput from compute nodes (Hi=0)
wi Sequential write throughput from compute nodes (Hi=0)
mi The number of a upper hierarchical entities (Hi−1) sharing S i

In this model, we isolate storage from compute nodes, which
means the model does not distinguish between node-local storage
and network-attached storage. Instead, we differentiate the stor-
age levels using performance parameters. Table 2 shows a list of
the performance parameters. We consider only sequential I/O be-
cause typically the I/O pattern of checkpoint/restart is sequential.
Note that ri and wi are not the throughput of the storage but the
throughput between compute nodes and the storage location. For
example, if tier i storage has r, w MB/sec of throughput, but is
connected via slow network, l < r, w, then the parameters be-
come ri = wi = l MB/sec. Using these performance parameters,
we estimate checkpoint/restart time.

4.2 Modeling of Checkpoint/Restart Strategies
Given the storage performance parameters of each tier, we

model level i checkpoint overhead (Oi), checkpoint latency (Li)

and restart overhead (Ri) in a multilevel checkpointing library
[29]. For simplicity, if multiple compute nodes concurrently ac-
cess a single storage location, we assume the read/write through-
put per node scales down according to the number of concur-
rently accesses. The model relies on an existing multilevel asyn-
chronous checkpoint/restart model [29], so we also include that
model’s assumptions.

Checkpoint overhead (Oi) and restart overhead (Ri) are the in-
creased execution time of an application because of checkpoint-
ing and restarting, respectively. Checkpoint latency (Li) is the
time to complete a checkpoint. If a checkpoint strategy conducts
erasure encoding, such as XOR, the checkpoint overhead and la-
tency also include the encoding time. Checkpoint overhead and
latency are to clarify the differences between synchronous and
asynchronous checkpointing. During synchronous checkpoint-
ing, so checkpoint overhead and latency is equal, i.e., Oi = Li,
because each process is blocked until the checkpointing is com-
pleted. With asynchronous checkpointing, checkpoint overhead
can be generally reduced because asynchronous checkpointing
incurs only initialization overhead, so checkpoint overhead is
equal or smaller than checkpoint latency, i.e., Oi < Li.

First, we model level i checkpoint overhead and latency as

Oi =

 Ci + Ei (synchronous checkpointing)
Ii (asynchronous checkpointing)

Li = Ci + Ei

where Ci denotes actual checkpointing time, Ei denotes encoding
time, and Ii denotes initialization time for asynchronous check-
pointing. If the level i checkpointing does not encode check-
points, Ei becomes 0; otherwise we model the encoding time as
Ei = D · ei where D is the checkpoint size per compute node, and
ei is encoding throughput. The actual checkpointing time (Ci),
i.e., sequencial write time, can be simply calculated as

Ci =


D × M/wi (i = N)

D ×
⌈

M∏N
k=i+1 mk

⌉
/wi (otherwise)

where M denotes the total number of checkpointing compute
nodes, i.e.,

∏N
i=1 mi. With uncoordinated checkpointing, we as-

sume the checkpointing time is identical to coordinated check-
pointing time because of indirect global synchronization as de-
scribed in Section 2.3. Because

∏N
k=i+1 mk is the number of stor-

age locations S i,
⌈

M∏N
k=i+1 mk

⌉
represents the max number of com-

pute nodes per storage location S i.
When restarting with uncoordinated checkpointing, the restart

overhead is different than that of coordinated checkpointing. We
model the restart overhead (Ri), i.e., sequencial read time, as:

Ri =


D × K/ri (i = N)

D ×
⌈

K∏N
k=i+1 mk

⌉
/ri (otherwise)

where K is the number of restarting compute nodes. With coor-
dinated restart, all compute nodes concurrently read their check-
points, so K is identical to the total number of compute nodes
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Table 3 Simulation configuration

Flat buffer system Burst buffer system
H2 {m1,m2} H2 {1, 1088} H2 {32, 34}
{r1, r2} {500 MB/sec, 10 GB/sec} {16 GB/sec, 10 GB/sec}
{w1, w2} {260 MB/sec, 10 GB/sec} {8.32 GB/sec, 10 GB/sec}
{e1, e2} {400 MB/sec, N/A}

D 5 GB
{F1, F2} {2.13 × 10−6, 4.27 × 10−7} {2.13 × 10−6, 1.33 × 10−8}

M. With uncoordinated restart, only the number compute nodes
that failed will perform restart. Here, the size of the cluster of
failed nodes is K, and we assume each compute node in a cluster
is distributed across S i>N storage locations with a topology-aware
process mapping technique.

4.3 Multilevel Asynchronous Checkpoint/Restart Model
Our multilevel asynchronous checkpoint/restart model [29]

computes the expected runtime (T̂ ) given the checkpoint over-
heads at each storage level (O = {O1,O2, . . .}), the check-
point latencies (L = {L1, L2, . . .}), the restart overheads (R =
{R1,R2, . . .}), the failure rates (F = {F1, F2, . . .}), the checkpoint
frequencies (V = {v1, v2, . . .}), and the checkpoint interval (T ),
i.e., f (O, L,R, F,V,T ) ⇒ T̂ . Thus, we can compute the optimal
checkpoint frequency an interval by minimizing T̂ . vi is the num-
ber of level i checkpoints within each level i + 1 period. For
example, if an application writes fifteen level 1 checkpoints for
every level 2 checkpoint, and five level 2 checkpoints for every
level 3 checkpoint, V is {15, 5, 1}.

To evaluate the checkpoint strategies given a storage configu-
ration, we use efficiency defined as

efficiency =
ideal time

expected time
=

I
T̂
.

I is the minimum run time assuming the application spends no
time in checkpointing activities and encounters no failures. So I
is simply computed as:

I = T × (v1 + 1) × · · · × (vN−1 + 1)

= T ·
N−1∏
i=1

(vi + 1)

The efficiency metric indicates the fraction of time an application
spends only in computation. We use this metric to compare the
checkpoint strategies. Our earlier study [24], [29] provides more
details of the model.

5. Experimental Setup
In this section, we describe our experimental setup including

configuration details for checkpoint/restart and storage, and how
we determine the failure rates to use in our model.

5.1 Checkpoint/Restart and Storage Configuration
In this study, we evaluate multilevel checkpoint/restart on a 2-

tiered storage system. Table 3 shows the base configuration. The
system sizes (Hi) are based on the Coastal cluster at LLNL, which
is an 88.5 TFLOP theoretical peak system consisting of 1,088
batch nodes. The burst buffer system has 34 burst buffer nodes,

each of which is shared by 32 compute nodes. Our burst buffer
prototype achieved almost theoretical peak performance with two
RAID cards, but for this exploration, we assume that each burst
buffer node has four RAID cards (read BW 16 GB/sec, write BW
8.32 GB/sec), and are connected via a high speed interconnect
which does not create a bottleneck in bandwidth. For a fair com-
parison, we set the aggregate I/O throughput of each tier of stor-
age to the same values for both the flat buffer and the burst buffer
systems.

For uncoordinated checkpointing, we use 16 nodes for the clus-
ter size (K). An earlier study [12], [28] showed that the optimal
cluster size is from 32 to 128 processes, i.e., 4 to 16 nodes for
a 8-core Coastal compute node, to provide a good trade-off be-
tween the size of the clusters and the amount of messages to log
for most applications. Because the cluster size is small enough to

assign a compute node to a single burst buffer node,
⌈

K∏2
k=2 mk

⌉
is 1

compute node for uncoordinated restart.

5.2 Failure Rate Estimation
Failure rates (F) are based on a failure analysis study using the

Scalable Checkpoint/Restart (SCR) Library [23]. SCR provides
several checkpoint options: LOCAL, XOR, and PFS. With LOCAL,
SCR simply writes the checkpoint data to node-local storage. In
this case, if one of the checkpoints is lost due to a failure, an
application would not be able to restart its execution. So, SCR
provides XOR, which is a RAID-5 strategy that computes XOR
parity across subgroups of processes so that SCR can restore the
lost checkpoint data. SCR also provides PFS to keep checkpoint
data on the most reliable storage level, the PFS. The failure anal-
ysis study shows that the average failure rates of a single compute
node requiring LOCAL is 1.96×10−10, XOR is 1.77×10−9, and PFS
is 3.93 × 10−10.

In a flat buffer system, each failure rate is calculated by mul-
tiplying the failure rate by the number of compute nodes, 1088
nodes. This leads to failure rates of 2.14 × 10−7 for LOCAL,
1.92 × 10−6 for XOR, and 4.27 × 10−7 for PFS. Actually, if a
level-i failure rate is lower than a level-i + 1 one, the optimal
level i checkpoint count is zero because level i can recover a
level i + 1 checkpoint, which is written more frequently than
level i. Thus, we do not consider LOCAL checkpointing for the
simulation. We evaluate the two level checkpoint/restart case
where level 1 is XOR, and level 2 is PFS, with failure rates of
{F1, F2} = {2.14 × 10−7 + 1.92 × 10−6, 4.27 × 10−7}.

In a burst buffer system, we use 34 burst buffer nodes, and as-
sume the failure rate of a burst buffer node is identical to a com-
pute node. In a burst buffer system, on a compute node failure,
an application does not lose checkpoint data because the check-
point data is not in compute nodes. However, if a burst buffer
node fails, checkpoint data on the failed burst buffer nodes is
lost. Thus, we also use two level checkpoint/restart where level
1 is XOR, and level 2 is PFS. Because the total number of nodes
increases, failure rate requiring level 1 checkpoint increases ac-
cording to the number of burst buffer nodes. For 34 burst buffer
nodes, the level 1 failure rate is calculated as 6.67 × 10−8. Mean-
while, checkpoint data is stored on fewer nodes, which decreases
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Fig. 4 Efficiency of multilevel coordinated and uncoordinated check-
point/restart on a flat buffer system and a burst buffer system

the failure rate requiring PFS for recovery. The level 2 failure is
calculated as 1.33 × 10−8. Thus, the failure rate of each level is
{F1, F2} = {2.14× 10−7 + 1.92× 10−6 + 6.67× 10−8, 1.33× 10−8}
for the burst buffer system. F1 increases because the burst buffer
system requires additional nodes for the burst buffer.

We use asynchronous checkpointing for PFS, and synchronous
checkpointing for XOR. For the encoding rate, we only provide
an encoding rate (e1) for level 1 (XOR) because PFS does not need
encoding.

6. Resiliency Exploration
In this section, we evaluate the trade-offs of different check-

pointing and storage configurations. In particular, we evaluate
the system efficiency with increasing failure rates and checkpoint
costs; the allowable message logging overhead for uncoordinated
checkpointing; the effect of improving the performance at dif-
ferent levels of the storage hierarchy; and the optimal ratio of
compute nodes to burst buffer nodes.

6.1 Efficiency with Increasing Failure Rates and Checkpoint
Costs

We expect the failure rates and aggregate checkpoint sizes to
increase on future extreme scale systems. To explore the effects,
we increase failure rates and level 2 (PFS) checkpoint costs by
factors of 1, 2, 10, 50 and 100, and compare the efficiencies of
multilevel coordinated and uncoordinated checkpoint/restart on a
flat buffer system and on a burst buffer system. We do not change
the level 1 (XOR) checkpoint cost; because it is node-local storage,
its performance will scale with increasing system size.

Figure 4 shows application efficiency under increasing failure
rates and checkpoint costs. When we compute efficiency, we op-
timize the level-1 and 2 checkpoint frequencies (v1 and v2), and
the interval between checkpoints (T ) to discover the maximal ef-
ficiency. The burst buffer system always achieves a higher effi-
ciency than the flat buffer system. The efficiency gap becomes
more apparent with higher failure rates and higher checkpoint
costs because the burst buffer system stores checkpoints on fewer
burst buffer nodes. By using uncoordinated checkpoint/restart
and leveraging burst buffers, we achieve 70% efficiency even
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Fig. 5 Efficiency in increasing level-1 checkpoint/restart performance

on systems that are two orders of magnitude larger. This is be-
cause partial restart with uncoordinated checkpointing can exploit
the bandwidth of both burst buffers and the PFS, and accelerate
restart time.

6.2 Allowable Message Logging Overhead
The efficiencies shown in Figure 4 do not include message log-

ging overhead. We consider this factor in Table 4 which shows the
message logging overhead allowed in uncoordinated checkpoint-
ing to achieve a higher efficiency than coordinated checkpoint-
ing. As in Figure 4, we increase both the failure rates and level
2 checkpointing cost by the scale factor shown on each row. We
find that the logging overhead must be relatively small, less than a
few percent, for scale factors up to 10. However, at scale factors
of 50 and 100, very high message logging overheads are toler-
ated. This shows that uncoordinated checkpointing can be more
efficient on future systems even with high logging overheads.

6.3 Effect of Improving Storage Performance
When building a reliable data center or supercomputer, signif-

icant efforts are made to maximize system performance given a
fixed budget. It can be challenging to decide which system re-
sources will most affect overall system performance. To explore
how the performance of different tiers of the storage hierarchy
impact system efficiency, we increase performance of each tier
of storage by factors of 1, 2, 10, and 20. Figures 5 and 6 show
efficiency with increasing performance of level 1 and 2 check-
point/restart, using failures rates at 100 × current rates. We see
that improvement of level 1 checkpoint/restart does not impact
efficiency for either flat buffer or burst buffer systems. However,
as shown in Figure 6, increasing the performance of the PFS does

Table 4 Allowable message logging overhead

Flat buffer Burst buffer
scale factor Allowable message scale factor Allowable message

logging overhead logging overhead
1 0.0232% 1 0.00435%
2 0.0929% 2 0.0175%

10 2.45% 10 0.468%
50 84.5% 50 42.0%
100 ≈ 100% 100 99.9%
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Fig. 6 Efficiency in increasing level-2 checkpoint/restart performance
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Fig. 7 Coordinated: Efficiency in different ratios of compute nodes to
a single burst buffer nodes with coordinated checkpoint/restart

impact system efficiency. We can achieve over 80% efficiency
with both coordinated and uncoordinated checkpoint/restart on
the burst buffer system with improved PFS performance of 10 and
20 ×. These results tell us that level 2 checkpoint/restart overhead
is a major cause of degrading efficiency, and its performance af-
fects the system efficiency much more than that of level 1. We
also find that improvement of system reliability for failures re-
quiring level 2 checkpoint is important.

6.4 Optimal Ratio of Compute Nodes to Burst Buffer Nodes
Another thing to consider when building a burst buffer system

is the ratio of compute nodes to burst buffer nodes. A large num-
ber of burst buffer nodes can increase the total bandwidth, but
the large node counts increase the failure rate of the system and
add to system cost. To explore the effect of the ratio of com-
pute node and burst buffer node counts, we evaluate efficiency
under different failure rates and level 2 checkpoint costs while
keeping I/O throughput of a single burst buffer node constant.
Figures 7 and 8 show the results with coordinated and uncoordi-
nated checkpoint/restart. We see that the ratio is not significant
up to scale factors of 10 ×. However, at a scale factor of 50 ×, a
larger number of burst buffer nodes decreases efficiency. Adding
additional burst buffer nodes increases the failure rate which de-
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Fig. 8 Uncoordinated: Efficiency in different ratios of compute nodes
to a single burst buffer nodes with uncoordinated check-
point/restart

grades system efficiency more than the efficiency gained by the
increased bandwidth. Thus, increasing the number of compute
nodes sharing a burst buffer node is optimal as long as the burst
buffer throughput can scale to the number of sharing compute
nodes.

7. Related Work
Fast checkpoint/restart is important for an application running

for days and weeks at extreme scale to achieve efficient execu-
tion in the presence of failures. Multilevel checkpoint/restart
[3], [23] is an approach for increasing application efficiency.
Multilevel checkpoint libraries utilize multiple tiers of storage,
such as node-local storage and the PFS. Uncoordinated check-
point/restart [5], [11], [28] works effectively when coupled with
multilevel checkpoint/restart. The approach can limit the number
of processes that need to be restarted, i.e., only a partial restart
instead of the whole job, which can decrease restart time from
shared file system resources, such as a PFS or burst buffer. These
techniques can be improved further when coupled with incre-
mental checkpointing [2], [6], [26], and checkpoint compression
[15], [16]. However, such combined approaches are limited in
their ability to improve application efficiency at extreme scale be-
cause checkpoint/restart time depends on underlying I/O storage
performance.

Another approach is to accelerate I/O performance itself by al-
tering the storage architecture. Adding a new tier of storage is
one solution. Rajachandrasekar et al. [27] presented a staging
server which drains checkpoints on compute nodes using RDMA
(Remote Direct Memory Access), and asynchronously transfers
them to the PFS via FUSE (Filesystem in Userspace). Hasan et
al. [1] achieved high I/O throughput by using additional nodes.
As we observed, optimizing performance requires determination
of the proper number of burst buffers for a given number of com-
pute nodes. However, a comprehensive study on the problem has
not yet been done. To deal with bursty I/O requests, Liu et al. [21]
proposed a storage system design that integrates SSD buffers on
I/O nodes. The system achieved high aggregate I/O bandwidth.
However, to the best our knowledge, our work is the first focus-
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ing on a co-designed approach for increasing both I/O throughput
and reliability with burst buffers at extreme scale.

Wickberg et al. [34] introduced an aggregated DRAM buffer
on top of the PFS called RAMDISK Storage Accelerator (RSA).
RSA constructs a low latency and high bandwidth buffer on the
fly, and asynchronously stages in files ahead of execution cou-
pled with I/O scheduler. Kannan et al. [17] also presented a data
staging approach using active NVRAM (Non-volatile RAM) [18]
technology. These studies focused on only I/O throughput. How-
ever, as we have seen, storing application’s data as well as check-
points in a fewer number of extra nodes is a reliable solution. Our
model evaluates the system efficiency and is useful for designing
future storage architectures at extreme scale.

8. Conclusion
In this work, we explored the use of burst buffer storage for

scalable checkpoint/restart on future extreme scale systems. We
developed a model to explore both checkpointing strategies and
storage architectures. We used our model to evaluate multilevel
checkpointing on flat storage systems that are currently avail-
able on today’s machines and hierarchical storage systems us-
ing burst buffers. We also modeled the performance of differ-
ent checkpointing strategies, specifically coordinated checkpoint-
ing where all processes checkpoint simultaneously, and uncoor-
dinated checkpointing where subsets of processes coordinate a
checkpoint instead of the whole job.

From our exploration, we found that burst buffers are indeed
beneficial for checkpoint/restart on future systems, increasing re-
liability and efficiency. We also found that the performance of
the parallel file system has a good deal of impact on the effi-
ciency of a machine, while increased bandwidth to burst buffers
did not affect overall machine efficiency. However, the reliability
of burst buffers does impact efficiency, because unreliable buffers
mean more I/O traffic to the parallel file system. Overall, un-
coordinated checkpointing was more efficient than coordinated
checkpointing, even with high message logging overhead. These
findings can benefit system designers in making the trade-offs in
performance of components so that they can create efficient and
cost-effective machines.
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