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A distributed system architecture for pedestrian flock
detection with participatory sensing
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Abstract: We present distributed system architecture for smartphone-based participatory sensing applications, where
the computational load is distributed between the participating devices. The system allows using of static data to re-
duce the computational load further. Secondly, we present a conceptual participatory sensing application for detecting
pedestrian flocks moving into the same direction in certain area, using this architecture. The flock detection is based
on selecting an energy efficient set of sensors in the smartphone and available location-based static data, provided
by previous computations by the smartphones or by external Web services. Initially, we believe this method reduces
energy consumption in the participating devices beyond the previous approaches.

1. Introduction

With the widespread introduction of smartphones into our
everyday lives, new types of location-based applications and
services have emerged, along with the mobile phone sensing
paradigm. The smartphone users become active data contributors
to achieve a common goal, subsidizing each other efforts by, for
example, providing missing data to complete a high-resolution
map of particular measurements.

Smartphones are suitable mobile sensing platforms, being
levied on the move with the users, being programmable, inte-
grated with sensors and with short-range communication capabil-
ities [1], [2], [3], which also provide localization methods. Con-
text and activity recognition from the real-time sensor-based data
now becomes feasible. Because of this, crowdsensing approaches
[2], including both participatory and opportunistic sensing, have
become reality. These systems present unique characteristics:
mobile devices are typically much more resourceful as embedded
sensing platforms, allow multimodality sensing, their data types
are not known a priori as in traditional sensor networks applica-
tions and millions of these devices have already been deployed,
making large-scale sensing applications foreseen.

Participatory sensing with smartphones is related to interac-
tions between humans, operating at multiple scales: individual,
group and community [1], [3]. In the individual personal scale,
the data collection and analysis is solely for the user personally
and not for sharing. The group or social sensing adds the element
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of social networking or otherwise connected groups, where an el-
ement of trust exists between the participants. In community or
public sensing, we have a large number of participants and there
is no trust, requiring privacy protection mechanisms. The user is
actively involved in the process, manually selecting the different
levels of participation, where they are solely responsible for the
use of their smartphones in the application [1], [2], [3]. However,
this may have direct implications in the quality of the collected
data, as there is no single authority to guide the process. This is
known as the context problem. For example, the sensing results
may differ depending on how the users carry their phones [3], [4].
The participation can also be opportunistic, where the phones
passively, i.e. without explicit user involvement, contribute their
resources and the decision-making is left to the application. The
benefit of the opportunistic sensing is that it distributes the overall
participation costs [1], [3].

In this work, we extend our previous work, where the system
architecture enabling dynamic distribution of computational load
was demonstrated for low-power resource-constrained wireless
sensor network applications [5] and the conceptual idea of this ar-
chitecture for the mobile phone sensing was presented in [6]. The
distributed architecture in this paper is based on the same con-
ceptual components, but we describe how to extend smartphones
as mobile sensing and computational platforms into the system.
Considering the pedestrian flock detection application, the nov-
elty is to utilize location-based external Web services as data
sources and assisting in localization indoors and outdoors, thus
reducing the need for utilize physical sensors in the smartphone,
eventually contributing to saving energy in the smartphone and
across the whole distributed application.

The rest of the paper is organized as follows. Chapter 2 moti-
vates this research. In chapter 3, we present the proposed system
architecture and in chapter 4 we describe the method in detail.
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Chapter 5 presents the conceptual example application, based on
the smartphone sensing and the external data sources. Chapter 6
gives the related work and finally, in chapter 7, we discuss this
approach.

2. Motivation

Our main motivation for this work is to reduce energy con-
sumption in the participating devices across the whole applica-
tion. To extend the lifetime of wireless networked devices, e.g.
smartphones, it is needed to consider both communication and
computational costs [5]. We believe that utilizing already avail-
able local and external data sources, considered from the applica-
tion’s point-of-view, can reduce the required amount of sensing,
which contributing towards energy saving in the smartphones.
Today, third-party Web services offer already lot of location-
based pre-calculated public, i.e. static, data, accessible in the
Internet. In addition, fixed or wireless sensor networks deploy-
ments already running in some locations, can provide the appli-
cations with real-time location-based additional external data.

Furthermore, we assume distributing, and this way balancing,
the computational load in between mobile sensing devices and
external computational platforms, such as infrastructure servers
and the cloud, reduces the energy consumption even more across
the whole application. We assume no centralized servers exists
in the system. Uploading raw data to the cloud for data process-
ing has been presented in previous work about participatory sens-
ing, but it is not without drawbacks either. It consumes much
energy to deliver raw or even refined data into the cloud, which
has additional privacy issues and where the data processing re-
sults may not be available in real-time, depending on for example
the network conditions. Therefore, some partitioning of the data
processing tasks between the sensing devices, e.g. smartphones,
and the backend systems, e.g. cloud, is feasible. The simplest
example of this is filtering. However, here the system designers
need to make sure that the smartphones are not overloaded with
computational load and with participation requests, which effec-
tively would drain the device battery and hinder the phone user
experience [1].

The research challenges here include [1]: determining in run-
time how much computation is done on the smartphone, how the
computation is delivered into the phones, how to scale the appli-
cations to global community, how can we exploit available local
data in Internet or other external data sources, how can disrupting
normal phone use be avoided and finally how the users privacy is
maintained.

3. System Architecture

Traditionally, mobile phone sensing system architecture con-
sists of mobile sensing platforms to collect the data and sec-
ondly, backend server or cloud for data aggregation and process-
ing. Also the applications utilizing the refined data are run in
the backend server or in the cloud. Only a portion of the data
is preprocessed, i.e. filtered, in the mobile devices to reduce the
amount of data transmitted to the backend system.

We extend this work by allowing the devices to dynamically
distribute the computational load, i.e. tasks as scripts, and the
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computed intermediate results in between themselves and the sys-
tem devices [5], [6] in runtime whle the phones are in location.
The smartphones execute these tasks, being initiated and deliv-
ered to them dynamically by other system devices or by request-
ing tasks themselves from a service requiring data input. The
smartphone can also expose its intermediate computational re-
sources into the system, as described in the next section, where
it essentially becomes a service provider dynamically [5]. After
the completion of a task, the final results can be exposed to the
world as service content by the requestor. This way we elimi-
nate the requirement for centralized authority to coordinate the
co-operation, but we can allow in the system application-specific
proxies coordinating their own task execution. This architecture
allows both opportunistic and participatory sensing approaches.

This kind of distributed systems architecture requires the fol-
lowing components: the smartphones as mobile sensing plat-
forms, a resource directory to host the system resource descrip-
tions including their current location, a repository for the compu-
tational task scripts, additionally the application-specific proxies
and a permanent data storage. See Fig. 1 for illustration.

Communication between system components here is assumed
to be done through an IP-based network with HTTP protocol uti-
lizing RESTful principles. As the HTTP protocol is currently the
de facto protocol in the Internet, we utilize it to provide access to
the world from the system and vice versa. Moreover, HTTP has
built-in privacy and security features and already supports numer-
ous data formats providing means for content negotiation. Al-
tought, for local short-range communication between the partic-
ipating smartphones, Bluetooth or other network interfaces may
be utilized.

3.1 System Resources

All the data collected by the smartphone sensors and addi-
tionally provided from the external services is considered being
RESTful resources in the system. A new feature in our archi-
tecture is to consider the previous and current computations and
the intermediate results also as system resources. This allows us
easily extend the previousy collected data, fill in gaps in the data
and address data quality issues. The external data can be both
dynamic and static, where static data is not modifiable during the
lifetime of the task. Following RESTful principles ensures that
all the system resources can accessed uniformly in client-server
manner in multi-tiered system, the resources are identifiable and
locatable and the resources are accessed with stateless communi-
cation of self-describing messages.

As permanent data storage in the system, we can have a
database server. Although this server is a centralized component
for the historical data queries, it is not a sink node as in traditional
architectures, but considered as a client to the dynamic services.
It subscribes to the exposed sensor data and intermediate and fi-
nal results uploaded through a proxy. Otherwise, it can be utilized
indirectly through a proxy to query for the historical data.

3.2 Resource Directory
A Resource Directory (RD) is a component where resource
descriptions, here as Web links, to all the system resources are
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Fig.1 The system architecture with the different components

stored. We utilize in this work the RD component developed in
[5]. The RD provides interface to register, to lookup, to update
and to unregister the resource descriptions. These descriptions
include resource name, resource type, its address and metadata
such as physical and virtual location of the resource. Using vir-
tual locations allows semantic queries for the system resources.
A unique identifier should be used for each system device, so that
the resources exposed by each device can be located even if the
device moves between networks. For example, the smartphone
may change for more energy efficient communication network
interface, available only temporarily and locally.

3.3 Proxy

The main function of the proxy here is to offer unified access
and an HTTP interface to all the system resources. The proxy can
expose the contents of external Web services in the system as re-
sources, by registering them to the RD with its own address. This
service content can be either static or dynamic. Additionally, the
proxies can expose the system resources as services to the world
through the HTTP interface. The concept of virtual sensors can
be applied to the proxies as well. However, it is not necessary
to use proxies for this purpose, as direct communication can be
also supported. The system can have any number of proxies, for
example for certain application-specific type of data, the clients
can look up and locate the data and the specific proxy from the
RD.

The benefit is that the proxies can offer additional application-
specific functionality. Essentially, the location-based services are
this kind of proxies as the computational task requestors in the
system, as described in the next sections of the paper.

3.4 Mobile Sensing Platforms

In this work, we consider smartphones as the mobile sensing
platforms. Currently smartphones provide multimodal sensing
with at least the following types of integrated physical sensors:
accelerometer, barometer, camera, compass, gyroscope, illumina-
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tion, magnetometer, microphone, and proximity. Many of these
sensors were originally introduced to increase the user experi-
ence of the smartphone [1]. The list of sensors can be extended
with external Bluetooth-enabled sensors bridged by the smart-
phone. Common network interfaces in smartphones include:
GSM, GPRS, 3G, Bluetooth and Wi-Fi. Additionally, RFID or
NFC interfaces for short-range communications may be avail-
able. Localization can be provided with various methods by the
previous sensors, through the network interfaces or commonly by
integrated GPS receiver.

To be able to execute these task scripts in the smartphone,
a runtime execution environment component is needed in the
smartphones with a communication API. This must be run as a
background service, to not to interfere with the normal use of the
smartphone. The communication API needs to provide an HTTP
interface to utilize the resources in the device, i.e. to actuate
the physical sensor and to query data from the physical sensors.
Through this interface, the sensor data types are also registered
into the RD.

4. Method

The basic idea of this approach is to utilize the computational
resources of the mobile sensing platforms, while the smartphones
are in the given location, possibly also collecting related sensor
data. We give two examples of the system functionality in the
next section. The system does not provide or require predeter-
mined workflow or graph of how to run the computational tasks,
the smartphones just receive these tasks from the other system de-
vices that are to be executed when the input data is available. This
approach does not guarantee timely completion of the task as they
are executed incrementally based on data availability, but it dis-
tributes the computational load dynamically. This way both op-
portunistic and participatory approaches are available, as smart-
phones are utilized when in location and the load is distributed
according to the available resources.
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4.1 Basic Operation

Here, we illustrate two basic scenarios for utilization of
location-based dynamic computational tasks in this architecture.
First, we consider a single user present in the range of a location-
based service, as it can be seen in Fig. 2. The user has previously
registered his smartphone as a computational platform into the
RD, with its available computational resources and it is assumed
that it also updates its current location periodically. The service
could be polling the RD for available computational platforms in
location, and when successful, it can send the computational task
into the smartphone, possible with instructions on how to con-
tinue from the previous results. While executing the computa-
tional task, the smartphone registers itself as the service producer
for the given data type of the task. This way, other devices inter-
ested about the same data type can query the intermediate results
from the phone. When the smartphone detects it is no longer in
the desired location, it can upload the data and the intermediate
results back to the service. After that, the smartphone removes
the task and related data from its storage. The service can then
make the final results available to the world by uploading them to
the permanent storage.

In the second scenario, illustrated by Fig.3, several smart-
phones are participating in different and separate computational
tasks. The smartphones receive their tasks and after completion
return final results to the service, as in the previous scenario. But,
here the second smartphone uses the intermediate results of the
first phone in its computations and also requests data from an ex-
ternal service. A coordination mechanism may be needed to syn-
chronize the co-operation between all these system components,
but for now we assume that the registration of the smartphones
and the intermediate data registration during the task execution
to the RD provides this. This scenario can be extended with any
number of participating smartphones with the cost of perhaps in-
creased communication and latencies in the smartphones. Short-
range network interfaces should be utilized here to reduce energy
consumption in the local communication and the location-based
service could provide caching fo result queries, this being sup-
ported in HTTP. In the most resource-constrained case, the inter-
mediate results are not available for other devices if the phone

© 2013 Information Processing Society of Japan

Vol.2013-MBL-65 No.40
Vol.2013-UBI-37 No.40
2013/3/15

Location-based Service

Send Result

User with
Smartphone

User with
Smartphone

Reques
Data

Fig. 3 Multiple users co-operating with a location-based service, where in-
termediate result of other and external data source are utilized in the
computation

does not register the data type into the RD, or are not just updated
in the cache in the location-based service because of low battery
or even only stored into a persistent storage in the smartphone
memory to be published when offline.

4.2 Requirements for Smartphones

Previous work describes a set of requirements for smartphones
as research platforms [1], [2], [3], [7]. These requirements can
be considered also in measuring and in implementing energy ef-
ficient participatory sensing applications. Considering commu-
nications, the network scanning capability is essential to access
and switch to different network interfaces in an energy efficient
manner, feature that is needed in participatory sensing applica-
tions to reduce energy consumption and to extend the length of
sensing temporally. There is still the open issue of whether or not
should the network scanning be user- or application-initiated. Re-
lated capability to reduce energy consumption is to dynamically
change and enable / disable network interfaces separately, how-
ever this may not be always optimal in terms of access. In par-
ticipatory sensing applications, short-range communication inter-
faces, such as Bluetooth or NFC, could be utilized in phone-to-
phone communications to reduce communication costs. These
capabilities also assist in localization in general, both indoors and
outdoors, and in utilizing location-based services in the system,
which are essential requirements in participatory sensing appli-
cations. Integrated GPS receivers provide efficient localization
outdoors, at the cost of being are somewhat energy-hungry.

Energy consumption monitoring capability is also needed, be-
cause of the diversity of the smartphone platforms and physical
hardware and sensors components with their individual energy
consumption profiles. Persistent storage is not anymore a prob-
lem in smartphones, as integrated memory cards with gigabytes
of storage space are widely available.

Importantly, the participatory sensing application must not in-
terfere with the normal usage of the phone, thus background pro-
cessing capability is needed in the operating system. This also
makes possible the development for users activity recognition ap-
plications.
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4.3 Energy Efficiency

We describe the energy efficiency problem with the following
model, adopted and extended from [8]. The total energy con-
sumption of this application in each phone (P,,,,) is partitioned
into a set of phone subsystem energy consumptions, namely op-
erating system (P,;), utilized sensors (Pj.nsors) and communica-
tions (P.omm). We propose reducing the energy consumption by
replacing these subsystem components with less energy consum-
ing components or local static data, therefore we need to add the
energy consumed in fetching local static data (P, ) from the data
sources. We formulate equation (1), where we want to minimize
Pyensors by either reducing it or by replacing components of it by
adding local components to the P,q.

Pmtal = Psensors + Pcamm + Pdara (1)

As it is required not to interfere with the normal usage of the
smartphone and it is supposed that the application is used as a
background service, we leave the P, in equation (1) out of this
work. However, in any case to reduce P, the smartphone screen
should be turned off to further save energy, unless when explicit
input is required from the user [1]. Considering the energy con-
sumption Py, s, it is clear that continuous and even multimodal
sensing consumes significant amount of energy, so we cannot as-
sume to run the application all the time the smartphone is on and
not to interfere with the phone normal use.

In this application, the energy consumption of communications
is significant in between participating devices and the backend
systems. Concerning the energy P.,u, the authors in [9] mea-
sured data transfer versus elapsed time and determined that Blue-
tooth consumed significantly less energy compared to 3G or Wi-
Fi, where battery lasted 4 extra hours. With the same battery
lifetime, Wi-Fi transfers twice as much data and Bluetooth about
one third more data, compared to 3G.

Moreover, the used localization method can contribute signif-
icantly to the energy saving in the phone. To conserve energy,
adaptive sampling may be utilized with the sensors, for example
based on processor load or available GPS satellites. Also, it is
possible to utilize a location hierarchy, starting with less accurate
localization methods, i.e. consuming less energy, and switch to
more accurate methods while approaching the location.

5. Pedestrian Flock Detection

A flock is defined as a group of pedestrian moving cohesively
for a certain amount of time [10]. We believe that detecting
pedestrian flocks is important, due to a number of reasons. Emer-
gency related situations, such as the development of real-time
evacuation guidance applications, assisting in the understanding
of human activities and mobility models in densely populated ur-
ban areas and assisting in future urban developments are some of
the applications we hope can be derived from this work.

5.1 Proposed Approach

Our concept application is meant for both indoor and outdoor
environments, extending previous work, and uses data from sen-
sors available in present smartphones. Specifically we can uti-
lized data from accelerometer, magnetometer, barometer, Wi-Fi,
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phones microphone, GPS and proximity sensor. All the integrated
sensors on the phone will only be used in the training phase of the
application, in order to determine the accuracy of flock detection
of each sensor, as the confidence level in the [4], and then store
this information in a score list, along with the measured costs
for each sensor, for example the energy consumption. The nov-
elty of our approach resides in the usage of a extended sensor
score list. Additionally, the score list includes possible energy ef-
ficient alternative data sources per sensor, which are provided into
the list by the previous iterations of the same application or by
the location-based services in the system. So, depending on the
battery-life remaining on a phone, the application could switch to
less power hungry sensors with lesser accuracy, or the opposite
case. It will also be possible to define an accuracy level that the
user would want to maintain, and then the application will use the
least power-hungry combination of sensors found from the score
list to sustain the required accuracy level of flock detection, once
the application is deployed in real-life situations. It is important
to mention that during the training phase this score list would
not exist. The training phase will collect sensor data from all the
available sensors on the phone in order to create the first version
the score list.

The sensors used in the application as data sources will depend
on the available sensors on the phone and the remaining battery-
life. Once the sensors to be used are determined using the data
from the score list, the data collection begins. Then from this raw
data and possibly from the static data from other data sources,
features are extracted in the same fashion that it was done in [11].
We observe that by sending features obtained from the sensor raw
data, instead of sending the whole raw data itself reduces the en-
ergy used in communication [4] and we are safeguarding the users
privacy to some extent. These extracted features are registered to
the RD as system resources, available for use in the next step in
the computation. These features give a measurement of the sim-
ilarity between participating phones sensed location-based data.
This way, smartphones running the application can be clustered
according to the similarity of their features obtained in the previ-
ous step.

Then, depending on how many sensor modalities agree on the
same clusters, these will then be considered as flocks, by ma-
jority voting. This clustering task is also a computational task
in the system, and can be performed also dynamically once the
data is available. It is assumed this clustering task is much more
time consuming than the feature extraction [4] and requiring more
data, so executing this in a parallel and distributed manner would
be feasible. Once the flocks have been determined, the data re-
lated to them is uploaded to the infrastructure services along with
the information regarding resource availability. This information
is necessary in the future in order to determine energy consump-
tion of these particular tasks. For example, which phone can run
the clustering algorithms and will collect the features extracted
from the raw sensor data of each other phone. Finally, we believe
that an evaluation of the clustered flocks and the associated data,
will allow the application to update the information in the score
list by updating information concerning the accuracy of sensors
(for example changes in the GPS sampling rate). However, the
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details of the evaluation escape the scope of this paper.

See Fig. 4 for illustration of our approach. In stage I, the smart-
phones consult the score list to suggest utilized sensors in the data
collection. In stage II, the phones are collecting sensor data and
calculating the features. In stage III, the flocks are determined
according to the clustering of extracted and exposed features.

6. Related Work

The proposed distributed architecture is related and based to a
diverse set of previous work. Here, we consider recent related
work in frameworks enabling participatory sensing applications
and in methods for distributing computational tasks in mobile
sensing applications, being the focus of this paper. Additionally,
we consider recent work in pedestrian flock detection.

Prism [12] addresses running precompiled binary code in a set
of smartphones as tasks. The phones are centrally orchestrated
to co-operatively participate to mobile sensing application. The
smartphones will register their current location and available re-
sources into the server, who determines suitable phones for the
task based on given set of predicates pushing the tasks into the se-
lected smartphones. Metering the current available resouces and
forcing the phone to stop task execution make user to confirm that
the tasks are draining the battery. Prism central application server
to push the tasks into the smartphones, based on requests from
external application server. Prism does not address co-operation
between the smartphones and considers selecting the participat-
ing smartphones proactively.

The Medusa [13] is a programming framework, with its own
macroprogramming language, for participatory sensing applica-
tions, based on centralized master-worker pattern. Tasks are de-
scribed as stages, which are concurrently executed in the smart-
phones and in the cloud. The stages are stored in and reused
from a repository. The intermediate results produced in stages
are inputs to the following stages, where the master is only in-
formed when the task is completed. In comparison, our approach
is without any centralized components and we do not assume any
specific macroprogramming language. Additionally, Medusa pre-
determines the task execution participating devices and execution
order in the compilation stage, where we do not assume this.
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In [14], the authors present a framework for tasking applica-
tions, where users can deliver simple tasks to their smartphones
from a Web interface. In the framework, they provide a set hi-
level abstractions to assist users in programming tasks, compos-
ing higher level abstractions from these tasks and provide a repos-
itory to publish the tasks as scripts. The tasks are precompiled in
servers and heuristically partitioned to execution in either on the
smartphone or in remote servers, where the tasks requiring input
from other system devices are run in the servers.

In G-Sense [15], mobile sensing is integrated with fixed lo-
cation wireless sensor networks, supporting location-based ser-
vices. The backend system is based on servers organized in peer-
to-peer manner, each providing a sensing range. Data collected
by the sensors is first aggregated in a devices in the network, such
as smartphones, and then transmitted into the server overlay, cre-
ating a two-tier client-server system architecture. A component in
the server interconnects sensing applications, allowing distribut-
ing the sensing tasks between servers. In comparison, here the
sensing platforms only consider tasks based on local and individ-
ual data, whereas the components in the servers aggregate this
information.

The Micro-Blog [16] utilizes opportunistic and participatory
mobile phone sensing and infrastructure Web service content to
create user requested “blog” entries, which are based on aggre-
gating and annotating data when in location. The blog entries are
uploaded to a database in centralized server and accessed thought
publish / subscribe. The blog entry requests span over long time
and consider both virtual and physical spaces. Each time a re-
quest is received, it is first checked whether already existing entry
or set of entries respons to that particular query, before sending
it to the phones in location. An energy efficient method for lo-
calization is considered in the system, based on GSM, Wi-Fi and
GPS.

Darwin [4] is collaborative reasoning system is based distribut-
ing sensing tasks into the participating smartphones opportunisti-
cally. The phones collect sensor data and unsupervisedly train
classifiers over time to cope with issues in fluctuating sensing
environment. System allows sharing the evolved classification
models for reuse, removing the need for pretrained classifiers.
The smartphones then run the classifiers co-operatively in paral-
lel to increase the selected model robustness. The Darwin system
architecture is similar, however its based on the two-tier archi-
tecture, where partially the result are calculated in the phone and
partially in backend servers. The goal of Darwin is unsupervised
collaborative machine learning environment where the classifi-
cation models are shared evolve over time. We extend this by
introducing multimodality of the sensed data and we consider the
available resources in the smartphone in distributing the compu-
tational tasks.

The work in [10] used only features derived from Wi-Fi signals
to detect pedestrian flocks. This allowed the application to auto-
matically determine if a group of people was in fact a flock or not.
The following approach by the same authors [17] incorporates the
usage of features derived not only Wi-Fi, but magnetometer and
accelerometer. The values are compared and then clustered in the
same manner, as described in the section 5, to define the flocks.
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In comparison, both works did not consider use of external data
in the flock detection. Our work also add more modalities to the
data collection and to the feature extraction.

7. Discussion

In this work, we presented a distributed architecture and sys-
tem components for crowdsensing applications, which supports
both participatory and opportunistic approaches. Previous work
demonstrated the two-tier architecture, where some data pro-
cessing, such as data filtering, is run in the smartphones but
the application-specific analysis is done in the backend servers.
When considering the research challenges presented in the sec-
tion 2, we described how currently available resource in a smart-
phones can dynamically utilized, without hindering the normal
phone use. We presented RESTful HTTP messaging as an al-
ternative to deliver tasks into the smartphones with Internet-
connectivity. We suggested the elimination of centralized server
or cloud platform running solely the computations or data analy-
sis. Instead, we suggest distributing this computational load com-
pletely between the mobile devices in the system. However, our
system does not limit the use of servers as system components in
parallel, as it is only required to register those as a computational
platforms. We presented how proxies are used to offer access and
unified interface to the external data sources in the Internet. We
did not consider security and privacy issues in this work, but the
HTTP protocol used in the communication already has some se-
curity and privacy features.

We provided the system resources in RESTful manner to be
used in the task scripts programming, but not discussed their use
in detail, leaving the burden currently to the application or task
compiler developers in the future work. We assume that the task
scripts are already posted into the code repository or being the re-
sponsibility of an application-specific proxy components, where
the task description is also out of the scope of this paper. How-
ever, an example task description was introduced in our previous
work for the wireless sensor network applications [5]. Further-
more, task granularity is not considered here, which influences
the tradeoff between communication and computation costs in
resource-constrained wireless networked devices. This architec-
ture does not guarantee task completion in a timely manner, or
generate a workflow or task execution graph as instructions to
run the task, but allows greater flexibility and modularity in the
applications at the cost of needing to waiting for the input data to
be ready. Reducing the energy consumption of communication is
complex task with a number of available network interfaces and
their static and dynamic characteristics.

Additionally, the architecture allows integration of external
third party data sources, e.g. Web services, into the system. The
external data sources are utilized to further reduce the need for
energy consuming sensing in the smartphones, thus reducing the
energy consumption in the participating devices. So far, nothing
can be said about the quality of the data provided by the external
services, but it is assumed to be static during the lifetime of the
particular task where it is utilized. Implementation details of a
communication and messaging remains as future work, although
somewhat presented in our previous work [5].
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This paper considers the distributed features of the proposed
architecture, omitting a lot of technical details. The remaining
issues will be addressed in the future work by implementing the
first real-world applications with this architecture.
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Errata

The following editorial correction has been found in the paper "A distributed system architecture for pedes-
trian flock detection with participatory sensing’, and should be corrected as follows.

Page 1, column 1, line 55:

We extend this work by allowing the devices to dynamically distribute the computational load, i.e. tasks
as scripts, and the computed intermediate results in between themselves and the system devices [5], [6] in
runtime while the phones are in location.

Page 2, column 2, line 15:

This kind of distributed systems architecture requires the following logical components: the smartphones
as mobile sensing platforms, a resource directory to host the system resource descriptions including their
current location, a repository for the computational task scripts, additionally the application-specific proxies
and a permanent data storage.

Page 2, column 2, line 27:
Although, for local short-range communication between the participating smartphones, Bluetooth or other
network interfaces may be utilized.

Page 2, column 2, line 36:
This allows us easily extend the previously collected data, fill in gaps in the data and address data quality
issues.

Page 4, column 1, line 34:
Short-range network interfaces should be utilized here to reduce energy consumption in the local communi-
cation and the location-based service could provide caching for result queries, this being supported in HTTP.

Page 6, column 1, line 3:
In stage I, the smartphones consult the score list to suggest sensors to be utilized in the data collection.

Page 6, column 1, line 22:
Prism central application server is used to push the tasks into the smartphones, based on requests from
external application server.

Page 6, column 2, line 28:
Each time a request is received, it is first checked whether already existing entry or set of entries respons to
that particular query, before sending it to the phones in location.

Page 7, column 2, line 15:
[3] W. Khan, Y. Xiang, M. Aalsalem, and Q. Arshad, ”Mobile Phone Sensing Systems: A Survey,” Commu-
nications Surveys & Tutorials, IEEE, vol.15, no.1, pp.402-427, First Quarter 2013.

Page 7, column 2, line 21:

[5] T. Leppénen, P. Narhi, J. Ylioja, J. Riekki, Y. Tobe, and T. Ojala, ”On using continuations in wireless
sensor networks,” in Networked Sensing Systems (INSS), 2012 Ninth International Conference on, pp. 1-2,
IEEE, 2012.

Page 7, column 2, line 25:

[6] T. Leppénen, J. Riekki, and Y. Tobe, ”A method for dynamic service deployment in sensor networks,”
in International Conference on Human Probes and Smartphone Sensing, Dec 15-17, Chiang mai, Thailand,
IEICE, 2011.



