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A Node Deployment Method for Efficient Sensing with Mobile Sensors
in Sparse Sensor Networks
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In this paper, we propose an extended method of our previous mobile sensor control method, named
DATFM (Data Acquisition and Transmission with Fixed and Mobile node). The extended method,
named DATFM/DF (DATFM with deliberate Deployment of Fixed nodes), strategically deploys
sensor nodes based on the analysis of the performance of DATFM in order to improve the efficiencies
of sensing and data gathering. Furthermore, we conduct simulation experiments to evaluate the
performance of our extended method.
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1 Introduction

" Recent advance in wireless communication tech-
nology has led to an increasing interest in wireless
sensor networks that are constructed of only wire-
less nodes that equip several sensor devices. On
the other hand, with the development of robotics
technologies in recent years, there have been many
studies on sensors with a moving facility (mobile
sensors) [4, 6]. Mobile sensors are well suited for a
sparse environment since a large area can be mon-
itored with a small number of sensor nodes.

Until now, there have been several studies on
data transfer in mobile sensor networks [4, 6].
However, since data transfer is performed mainly
by the movement of nodes especially in a sparse
network, the performance.of sensing and data
gathering becomes significantly low.

To .solve this problem, we have proposed an
effective mobile sensor control method, named
DATFM (Data Acquisition and Transmission with
Fixed and Mobile node) [5]. DATFM uses two
types of sensor nodes, fized node and mobile node.
The data acquired by nodes are accumulated on
a fixed node before being transferred to the sink.
In addition, DATFM efficiently transfers the ac-
cumulated data by constructing a communica-
tion route of multiple mobile nodes between fixed
nodes in DATFM.

Here, the performance in DATFM depends on
the locations of fixed nodes. In this paper, we pro-
pose DATFM/DF (DATFM with deliberate De-
ployment of Fixed nodes) , which is a deliber-
ate deployment strategy of fixed nodes based on
the analysis of the effects of the locations of fixed
nodes.

The reminder of this paper is organized as fol-
lows. In Section 2, we briefly introduce some con-
ventional data transfer methods for mobile sen-
sors. In Section 3, we explain the details of
DATFM/DF proposed in this paper. The results
of simulation experiments are presented in Section
4. Finally, we conclude this paper in Section 5.

2 Related work

In (3, 7], data transfer methods with mobile
sensors have been proposed. The mobile nodes
in these methods randomly move throughout the
whole area and transfer data to a connected mo-
bile node which is closer to the sink. These meth-
ods may not, work well in the sparse network since
they assume relatively dense environment.

In [4], RAMOS (Routing Assisted by Moving
Objects) has been proposed as a data transfer
method with mobile sensors. In RAMOS, each
sensor transfers acquired data to the sink mainly
by moving to the sink. Thus, the performance
deteriorates in a large area.
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In [6], a sensing method using uncoordinated
mobile nodes (UM nodes) has been proposed. In
this method, each UM node acquires data until the
amount of the acquired data reaches the memory
capacity. Moreover, each UM node exchanges in-
formation on the acquired data with a connected
UM node and deletes the data which were acquired
by the connected node at the same location and
time. By doing so, duplicated sensing (sensing
a location by multiple nodes) can be suppressed.
However, since each UM node selects the desti-
nation randomly from the whole area, the mov-
ing distance to the destination tends to increase.
Thus, the efficiency of sensing decreases in a large
area.

3 DATFM/DF

To solve the problems of the conventional meth-
ods, we have proposed DATFM (Data Acquisition
and Transmission with Fixed and Mobile node) [5]
to improve efficiencies of sensing and data transfer
in sparse sensor networks. DATFM achieves ef-
fective data acquisition and transmission by accu-
mulating data on a fixed node before transferring
them to the sink, and transmitting the accumu-
lated data via a communication route constructed
by multiple mobile nodes.

Here, since the distances between fixed nodes
affect the number of required mobile nodes to con-
struct a communication route, the performance of
DATFM depends on the locations of fixed nodes.

In this section, we propose a deliberate de-
ployment strategy named DATFM/DF (DATFM
with deliberate Deployment of Fixed nodes).
DATFM/DF further improves the performance of
DATFM by deploying fixed nodes based on the
analysis of the effects of the locations of fixed
nodes. Here, the basic behaviors of nodes in
DATFM/DF are same as those in DATFM (de-
scribed in Subsections 3.1, 3.2, and 3.3).

3.1 Types of sensor nodes

In DATFM/DF, there are two types of sensor
nodes, fized node and mobile node.

A fixed node does not move. It has larger mem-
ory space compared with a mobile node and accu-
mulates data acquired by itself and other nodes.
In addition, it controls the nearby mobile nodes
to construct a communication route when trans-
mitting the accumulated data to the sink.

On the other hand, a mobile nede moves around
the area. In addition, it has the following three
modes:

Sensing mode (SM): A node sets a destination
(sensing point) and moves there. After reaching
the destination, it performs the sensing operation
and selects its new destination.

Collecting mode (CM): A node moves faster
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Figure 1: Territories of fixed nodes.

than that in SM in order to collect other mo-
bile nodes to construct a communication route be-
tween fixed nodes.

Transmission mode (TM): A node constructs a
route between fixed nodes and transfers the data.

3.2 Moving strategy of mobile
‘nodes

DATFM/DF divides the area into several re-
gions based on a Voronoi diagram [1} in which
fixed nodes are the site points as shown in Figure
1. In DATFM/DF, each site point (fixed node)
has charge. of the corresponding region. We call
the region for each fixed node as its territory.

A mobile node basically sets its mode as SM and
moves to its destination by the following steps:

1. It moves to connect to the nearest fixed node
and transmits its acquired data.

2. It calculates the distances between its des-
tination and all fixed nodes in the adjacent
territories and moves to the fixed node that
is the nearest to its destination. These proce-
dures are repeated until the mobile node con-
nects to the fixed node in the territory which
involves the destination.

3. It moves to its destination and performs a
sensing operation.

3.3 Data Transmission

A fixed node starts to transfer the accumulated
data when the amount of the accumulated data
exceeds the predetermined threshold.

First, the fixed node (the source node) selects
the adjacent fixed node which is the nearest to
the sink as the next fixed node to transfer the
data (the destination node).

Next, the source node sends a route request
(RReg) to a mobile node that firstly connects to it
and the mobile node changes the mode into CM.

The mobile node in CM visits the adjacent fixed
nodes and requests them to collect mobile nodes
to construct a communication route. After that,
it returns to the source node and changes its mode
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Figure 2: Collecting mobile nodes.

into TM. Moreover, when the mobile node in CM
connects to other mobile nodes while moving, it
sends a route construction request (RCReg) to the
connected nodes.

If the mobile node that receives the RCReq is
in SM, it moves to the source node and changes
its mode into 1'M. Figure 2 shows an example of
behaviors of a mobile node h in CM which received
a RReq from the source node A. h moves to the
adjacent fixed nodes C and D, and requests them
to collect mobile nodes: After that, it returns to
A and changes its mode into TM. In addition, A
sends RCRegs to the connected mobile nodes f
and g while moving.

When a mobile node in SM connects to the
source node or a fixed node which received the
request from the mobile node in CM, the source
node or the fixed node sends a RCReq to the con-
nected mobile node. The mobile node which re-
ceives the RCReg moves to the source node and
changes its mode into TM.

The source node starts data transmission when
it firstly connects to a mobile node in TM. Here,
when the number of collected mobile nodes is
smaller than the required number of mobile nodes
to construct.the communication route (Nreq), the
source node transfers the data by using irain
transmission. In train transmission, the collected
mobile nodes form the line segment (train). The
data are transfered by the movement and commu-
nication of the formed train as shown in Figure
3. When another mobile node in TM connects the
source node, the source node adds the connected
node to the train until the completed communica-
tion route is constructed.

After transferred the accumulated data, the mo-
bile nodes in TM change its mode into SM.

3.4 Deployment of Fixed Nodes

In DATFM/DF, fixed nodes are deployed ac-
cording to five guidelines derived by the perfor-
mance analysis.

VRN
Destination modl =X =
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Recieving buffer — time

Figure 3: Train transmission.

Table 1: Given parameters.

| Parameter Value
3 [ IDs of fixed nodes (ID of the sink: 0 )
L; location of fixed node 1.
T; territory of fixed node i.
d; location of the destination (sensing
point) in T; of a mobile node. (d; € T;)
Sarea size of the whole area.
Vm velocity of mobile nodes in SM.
Ts time for a sensing operation.
Nrov number of mobile nodes in the whole
area.
Nfiz. number of fixed nodes in the whole area.
Nreq, required number of mobile nodes to con-
struct a route from fixed node i.

3.4.1 Analysis of DATFM

In the analysis, ‘we discuss the sensing rate R,,
which is defined as the number of sensing oper-
ations per unit time in the whole area. Here, in
order to simplify the analysis, we do not consider
the cases of collecting mobile nodes by using mo-
bile nodes in CM, and train transmission. In addi-
tion, the moving path to the fixed node which has
charge of the destination (described in Subsection
3.2) can be roughly approximated as the straight
line. Therefore, we assume that mobile nodes go
straight to the fixed node (do not go through fixed
nodes in the neighboring territories). Actually, the
effect of the difference of moving to the analysis is
small. Furthermore, we assume that parameters
in Table 1 are given in advance.

First, R, can be calculated as the inverse of the
average times elapsed for a sensing operation. We
call this time as the average sensing cycle time
Tcycle

Teycte is represented as the sum of elapsed times
for a mobile node to move from the connected
fixed node to the fixed node in the territory where
the destination exists, to move to the destination,
to perform the sensing operation, and to move
back to the fixed node (see Figure 4). Here, when
each mobile node randomly chooses the destina-
tion from the whole area, the probability that a
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Figure 4: The operations of a mobile node in
Tcycle-

mobile node comes from T; and chooses the des-
tination in T; depends on the ratio of the size of
T, (JT;|) to the size of the whole area (Sgrea)-
Thus, Teycle of a mobile node that performs the
sensing operation in T; (Tcycie,) is:

N

z’ T (IL -L
]=0,]!=1 Sa,rea
+2 - ave|L; — d;|

m

Here, when each mobile node chooses its destina-
tion randomly from the whole area, the probabil-
ity that a mobile node chiooses the destination in
T; becomes the ratio of the size of T; (|T;|) to
Sarea- Thus, the average sensing cycle time in the
whole area (Teycte) is derived by:

7
T

SI. 1| : Tcyclei . (2)

i—o “area

However, since each fixed node transfers data

via a communication route constructed by mobile

nodes, several mobile nodes cannot perform the

sensing operation during the data transmission.

Thus, we should consider the effect of data trans-

mission. Let us define the average number of free

nodes Niree that are not used for data transmis-

sion in a unit time. Then, R, is defined as the
ratio of free nodes to all mobil](\afnodes.

_ Dfree

Rs Tcycle Nmou ' (3)

Ny, e can be calculated by using the total required

number of mobile nodes to construct a communi-

cation route for each fixed node and the frequency

of data transmission.

JI)

Tcycle;

+T,. (1)

Tcycle

-Nfree = Nmov (0‘ ZNreq. (4)
i=1 V
Here, we set the frequency of data transmission as
a constant « for simplicity.
From the above discussion, R, can be repre-
sented as follows: :

1
Tcyclé

Ny

. (1 _ aNreq‘

R, =
° N mov

Y (5)

3.4.2 Guidelines for deployment

From the result of analysis, we can see that R,
depends on the number of mobile nodes (Ny00),
total of required numbers of mobile nodes to con-

o N
struct a communication route (}°;23* Ny, ) and

1=0’

the average sensing cycle time (Teycle)-
First, we discuss the relation between N,,,,, and

Zﬁ’g' Neq,- The ratio of free nodes to all mobile

nodes is represented by the following formula:

Niree Q- ZN!W Nreq_i (6)
Nmov va

When the above value becomes lower than zero,
the network does not work. Therefore, the value
must be larger than zero. Here, when each fixed
node starts the data transmission every time it re-
ceives data from a mobile node, Ny,.. becomes the
minimum. In such a case, the frequency of data
transmission & becomes the maximum, that is, 1.
Therefore, we can derive the following constraint:

=.1-

Nyixz
Z fi Nireg, < 1
Nmov -
Nfiz
> Neeg, < Niow (7
i=1

Thus, we can derive the following guideline:

Guideline 1 : The total of Nyeq should be
smaller than Np.oy.

Next, we discuss Tiycie. From egs.(1) and (2),
Teycle depends on the average distance between
L; and d; (ave|L; — d;]), the size of each terri-
tory (|T;|), and the distance between fixed nodes
(JL; —Lj|). The smaller these parameters are, the
smaller T¢ye becomes.

First, in order to decrease ave|L;—d;|, we derive
the following guideline:

Guideline 2 : The location of each fixed node
should be the center of the corresponding territory.
Next, we discuss the way to minimize the value
of Z{i’g’(lT;l - ave]L; — d;|). Since ave|L; — d;|
depends on |T;|, we can regard ave|L; —d;| as a
function of |T;|. Here, we regard ave|L; — d;| as
a proportional to |T;| for simplicity.

ave|L; —d;| = B|T;|. (B:const.)  (8)
Thus, we can derive the folldwing formula:

Nyio _ Nyiz -

D (ITi| - avelLi —dil) = Y (BT (9)

i=0 i=0

In order to minimize this value, we calculate the
partial differentiation of 3, |T;|? with respect to
|T;|, and derive the followmg guideline (due to the
limitation of space, we omit the detailed calcula-
tion):
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Guideline 3 : The territory size of each fixed
node should be uniform (|To| = |T4] = -+ =
IT N, )

From guidelines 2 and 3, Ny, should be uni-
form for all 7s. Thus, we can derive the following
formulae:

N!t’z
Z Nreq.- *Teom Nfia: ' Nrcq * Tcom-
=0
< Nmov * Tcom-
Nrcq “Teom < Nemay * Tcom- (10)
N,fia:

Let us define the above value Nyoy - Tcom/Nfiz
as the mazimum length of communication route
Loz This indicates the following guideline:

Guideline 4 : The distance between each fized
node and its destination node should be less than
or equal t0 Lyqz.

However, if we follow the above guideline, most
fixed nodes are deployed near the sink in a sparse
network (i.e. Nmov, Nfiz, and reom are very
small). This may cause the increase of the dif-
ference of territory sizes. Therefore, we should set
the following guideline in order to suppress such
an undesirable increase of the difference of terri-
tory sizes:

Guideline 5 : Some fized nodes should be de-
ployed at locations which are far from the sink with
high priority.

3.4.3 Deployment Strategy

Based on the above guidelines, we devise the
following strategy for deploying fixed nodes:

1. Define the ideal territory size as Sai/Nyiz
(from Guideline 3).

2. Calculate the ideal length of the communi-
cation route L;geq by the following formula
(from Guidelines 2 and 3):

Sall
L; = 2.4]/—. 11
ideal o Nfiz ( )

In the above formula, we assume the shape of
each territory as a circle for simplicity.

3. Compare L;jeqt and Ly, and adopt the
smaller one as the effective length of commu-
nication route Less (from Guidelines 1).

L, fFo= mi'n(Lideal ’ Lmam)- (12)

4. Calculate the required number of fixed nodes
in order to deploy a fixed node at the far-
thest point from the sink when the: distance
between the fixed nodes is set as L.ss (from
Guideline 4). We define this value as Npop.

|To = dmazl
el B 7 I ]. (13)

In the above formula, d,,,. denotes the loca-
tion of the farthest point from the sink.

5. When the total number of fixed node is
smaller than Npp, deploy all fixed nodes on
the line segment between Ly and d ., at in-
tervals of L.ss. Otherwise, make all patterns
of deployment of fixed nodes that the number
of fixed nodes on the largest communication
route (set of transmission routes from a fixed
node to the sink) is more than or equal to
Nhop.

6. Adjust the locations of each fixed nodes in
order to uniform the size of each territory
(from Guideline 3) while keeping the distance
between each pair of source and destination
nodes.

Here, specific procedure of the adjustment of
location is not defined in our strategy (Currently,
we apply a trial-and-error approach). The study
of the effective procedure is our future work.

4 Performance evaluation

In this section, we show the results of the sim-
ulation experiments regarding performance eval-
uation of DATFM/DF. In the simulation experi-
ments, we compare the performances of DATFM,
DATFM/DF and UM [6)].

4.1 Simulation environment

In the simulation experiments, we deploy sensor
nodes in a 1,000[m] X 1,000[m] flatland. Each sen-
sor node does a sensing operation with the rate of
1,000[bit/sec * m?). The wireless communication
range and the channel bandwidth are 50[m| and
3[Mbps], respectively.

There are 10 fixed nodes except for the sink and
N0y mobile nodes (30 < Ny < 50). Each mo-
bile node moves with velocity of 5[m/s] in SM and
10[m/s] in TM and CM. Each fixed and mobile
node has a memory space whose size is 1,000[Mbit]
and 10[Mbit], respectively. Each fixed node starts
data transmission when the amount of the accu-
mulated data exceeds 400[Mbit). '

In UM, there are (10 + Npo,) UM nodes.
Each UM node has a memory space whose size is
10[Mbit]. Each node moves with velocity of 5[m/s]
when sensing, and 10]m/s] when transferring data.
Each UM node starts transferring data to the sink
when the amount of the accumulated data exceeds
10[Mbit)]. '

In this environment, we evaluate the following
two criteria during 60,000(sec|:

e Throughput: The amount of data that ar-

rive at the sink per 1[sec].

e Average moving distance: The Aaveragé of
moving distances of all mobile nodes during
the simulation period.

Nhop'_‘l.
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4.2 Evaluation results

Figures 5 and 6 show the simulation results
changing the total number of sensor nodes (10 +
Np,). The horizontal axis on both graphs indicates
the total number of sensor nodes. The vertical
axes respectively indicate throughput in Figure 5
and average moving distance in Figure 6.

Figure 5 shows that the throughput in
DATFM/DF is always larger than that in
DATFM. Thus, we can see that the deployment
strategy is effective to improve the efficiencies of
sensing and data transfer. Moreover, the through-
put in DATFM/DF is larger than that in UM.
This is because acquired data in DATFM/DF is
accumulated on a fixed node before transferred to
the sink, whereas nodes in UM move to the sink
every time they acquire data. Here, the through-
put in DATFM is not so large compared with
that in UM. This is because, since fixed nodes
in DATFM are randomly deployed in the whole
area, it may become difficult for some fixed nodes
to construct a communication route.

Figure 6 shows that the average moving dis-
tances in DATFM and DATFM/DF are always
smaller than that in UM. This is because in
DATFM and DATFM/DF, mobile nodes that ac-
quire data do not need to move to the sink,
whereas mobile sensors in UM have to move to the
sink every time they acquire data. Moreover, the

moving distance in DATFM/DF is always smaller
than that in DATFM. This is because the deploy-
ment strategy in DATFM/DF aims to reduce the
average distance between fixed nodes.

From the above results, DATFM/DF can trans-
fer data with smaller moving distance than
DATFM and UM. Here, in mobile sensor net-
works, the energy consumed by movement is much
larger than those by communication and computa-
tion [2]. Therefore, we can see that DATFM/DF
achieves high throughput and energy-efficiency
compared with DATFM and UM.

5 Conclusion

In this paper, we proposed DATFM/DF to
further improve efficiencies of sensing and data
transfer from our previous method, DATFM..
DATFM/DF strategically deploys fixed nodes
based on the analysis of the sensing rate. We have
also conducted the simulation experiments to eval-
uate the performance of DATFM/DF. The results
show that DATFM/DF improves the performance
compared with DATFM.

As part of our future work, we plan to consider
a concrete procedure for adjusting of locations of
fixed nodes in order to further improve the perfor-
mance in DATFM/DF.
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