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ln this paper， we propose an extended method of our previous mobile sensor control method， named 
D A T F M  (Data Acq叫副ion and TransII脳 ion with Fixed and Mobile node). The 倒 ended method， 
named D A T F M / D F  (DATFM with deliberate Deployment of Fixed nod信) ，抗日同i偽 lly deploys 
sensor nod回 b槌 ed on the叩a1ysis of the petform凶 ceofDATF、M in order to improve the e缶cienci田
of 田 nsing and data .gathering. Furthermore， we conduct simulation 低 perime凶 S to evaluate the 
performance of our ぽ tended method. 

疎なセンサネットワークにおける移動型センサを用いた効果的な
センシングのためのセンサ毘置手法
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本稿では，筆者らがこれまでに提案した移動型センサの制御手法である D A T F M (Data Acquisition 
組 d Trans凶国ion with Fixed and Mobile node) の拡張手法を提案する. 提案手法である D .Nτ'FM / D F
(DATFM with deliberate Deployment of Fixed nodes) では， D A T F Mの性能を数学的に解析し，そ
の結果に基づいてセンサノードの配置を決定するととで，センシングおよびデータ収集の性能を向上さ
せる. さらに本稿では シミュレーション実験によって，提案手法の有効性老評価する.

1  Introduction 
R怠cent advance in wireless communication tech-
nology has Ied to an increωing interest in wireless 
sensor networks that are constructed of onIy  wire-
less nodes that equip several 舵凶or devices. O n  
the other hand， with the development of robotics 
technologies in recent years， there have been many 
studi回 on sensors with a  moving facility (mobile 
sens州 [4，同. M蜘ob協ile s飽en凶sors悶sare陀e w鴨 ell su凶1
s叩p紅 s関e environment since a  Iarge are伺acωanb加e mon-
itored with a  smalI numb町 of s鴎e凶 oぽr nodes. 
Until now，もhere have been several studies on 
d御 transfer in m o bi1e  sensor networks [4， 6]. 
However， since data transfer is performed mainly 
by the movement of nod偲 especially in a  sparse 
network， the performanωof sensing and data 
gathering becomes significantly loy.r. 
T o  .soIve this problem， we have proposed an 
effective mobile sensor control method， named 
D A T F M  (Data' Acquisition and Transmission with 
Fixed and Mobile node) [5]. D A T F M  uses two 
typ田 ofsen鉛 r nodes， fixed node and mobile node. 
The data acquired by nod笛 are accumulated on 
a  fixed node before being transferred to the sink. 
In addition， D A T F M  efficiently transfers the ac-
cumulated data by constructing a  communica-
tion route of multiple mobile nodes between fixed 
nodes in D A T F、M.

Here， the performance in D A T F M  depends on 
the Iocations of fixed nodes. In this paper， w e  prか
pose D A T F M / D F  ( D A T F M  with deliberate D e-
ployment of Fixed nodes) ， which is a  deliber-
ate deployment strategy of fixed nodes b舗 ed on 
the 釦 alysis of the e1Iects of the locations of fixed 
nodes. 
The remindぽ of this paper is organized as fol-
lows. In Section 2， w e  briesy introduce some con-
ventional data transfer methods for mobile sen-
sors. In Section 3， w e  explain the detaiIs  of 
D A T F M / D F  proposed in this paper. The results 
of simulation ぽ perimentsare presented in Section 
4. FinalIy， w e  conclude this paper in Section 5. 
2  Related work 
In [3，司， data transfer methods with mobile 
sensors have been proposed. The mobile nodes 
in th邸 e 血ethods randomly move througho凶 the
whole area and transfer data to a  connected m o・
bile node which is closぽ to the sink. These meth-
ods IIlay not. work well in the sparse network since 
they assume relatively dense environment. 
In [4]， R A M O S  (Routing Assisted by.Moving 
Objects) has been proposed 'as a  data transfer 
method with IIlobi1e  sensors. In R A M O S， each 
sensor transfers acquired data to the sink mainIy  
by moving to the si凶c. Thus，. the perlormance 
deteriorates in a  large area. 
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ln [6]， a  sensing method using uncoordinated 
mobile nodes ( U M  nodes) has been proposed. 1n 
this method， each U M  node 'acquires data until the 
amount of the acquired data reach白 the memory 
capacity. Morω，ver， each U M  node exchanges in-
formation on the acquired data with a  connected 
U M  node and deletes the data which were acquired 
by the connected node at the same location and 
time. B y  doing so， duplicated sensing (sensing 
a  location by multiple nodes)ωn be suppr邸 sed.
However， since each U M  node selec色s the desti-
nation randomly 仕o m the whole area， the mov-
ing distance to the destination tends to incrωse. 
Thus， the efficiency of sensing decreases in a  1ぽ ge
area. 

3  D A T F M / D F  
To solve the problems of the conventional meth-
ods， w e  have proposed D A T F、M (Data. Acquisition 
and Transmission with Fixed and Mobile node) [5] 
to improve efficiencies of sensing and data transfer 
in sparse sensor networks. D A T F M  achieves ef-
fective data acquisition and tr回 smission by accu-
mulating data on a  fi.xed node before transfぽ ring
them to the sink， and transmitting the accumu-
lated data via a  communication route constructed 
by multiple mobile nod白 .
Here， since the distances between fi.xed nodes 
affect the number of required mobile nodes to∞n-
struct a  communication route， the performance of 
D A T F、M depends on もhe locations of fi.xed nodes. 
In th包 section，we propose. a  deliberate de-
ployrnent strategy named D A T F M / D F  ( D A T F M  
with deliberate Deployment of Fixed nod句).
D A T F M / D F  fi凶凶 improves the performance of 
D A T F、M by deploying fixed nodes b錨 ed on the 
analysis of the effects of the locations of fi.xed 
nodes. Here， the basic behaviors of nodes in 
D A T F M / D F  are same as those in ItA T F M  (de-
scribed 泊 Subsections 3.1， 3.2，組d 3.3). 
3.1 Types of sensor nodes 
In D A T F M / D F， there 釘 e two types of sensor 
nodes， fixed node and mobile node. 
A  fi.xed node does not move. It has larger mem-

ory space comp町 ed with a  mobile node and accu-
mulates data acquired by itself and other nodes. 
In addition， it controls the nearby mobile nodes 
to construct a  communication route when trans-
mitting the accumulated data to the sink. 
O n  the other hand， a  mobile node mov1笛 around
the area. In addition， it has the following three 
modes: 
Sensing m o d e  (SM): A  node sets a  destination 
(sensing point) and mov，凶 there. Aftぽ reaching
the destination， it performs the sensing operation 
and selects its new destination. 
Collecting m o d e  ( CM): A  node moves f:鎚ter
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Figure 1: Territories of fi.xed nodes. 
than that in S M  in order to collect other m o-
bile nodes toconstruct a  communication route be-
tween fi.xed nodes. 
Transmission m o d e  (TM): A  node a  
route between fi.xed nodes and transfers the data. 
3.2 Moving strategy of mobile 

nodes 
D A T F M / D F  divid凶 the area into severaI re-
gio郎防ed on a  Voronoi diagram [1] 泊 which
fi.xed nodes 釘 'e the site points as 
1. ln D A T F M / D F， each site point (fi.xed node) 
h錨 charge. of the corresponding region. W e  call 
th包region for each fixed node' as its te1行tory.
A  mobile node basically sets its mode 舗 S M a n d
moves to its destination by the following steps: 
1. 1t moves to connect to the nearest fi.xed node 
and' traIISmits its acquired data. 

2. It caIculates the distances between its des-
tination and a11 fi.xed nodes in the adjacent 
七ぽritories and moves to ぬe fi.xed node that 
is the nearest to its destination. T hωe  proce-
dures are repeated until the mobile node con-
nects もo the fixed node in the terriもory which 
involves ぬe d白色ination.

3. It moves to its destination and performs a  
sensing operation. 

3.3 Data Transmission 
A  fi.xed node starts to transfer the accumulated 
data when the amount of the accumulated data 
exc伺 ds the predetermined threshold. 
First， the fi.xed node (ぬe source node) selects 
the adjacent fi.xed node which is the nearest to 
the sink 舗 the next fi.xed node to transfer the 
data (the dest仰 tion node). 
Next， the source node sends a  route "勾匂ωt
(RReq) to a  mobile node that firstly con由 cts to it 
and the mobile node changesぬe mode into C M  
The. mobile node in C M  visits the adjacentゐc:ed
nodes and requests them to collect mobile nodes 
to construct a  commumcation route. A庇町 that，
it returns to the source node and changes its mode 
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Figure 2: Collecting mobile nodes. 
into TM. Moreover， when the mobile node in C M  
connects to other mobile nod笛 while moving， it 
sends a  1'Oute ωnstruction"句uest ( R CReq) to the 
connected nod槌 .
If the mobile node that receives the R C R勾 is

泊 S M，抗 moves 色o the source node and chang回
iもs mode into '1'M. Figure 2  shows an example of 
behaviors of a  mobile node h  in C M  which received 
a  R R勾仕o m the source node A. h  moves to the 
adjacent fixed nodes C  and D ， and'requests them 
色o collect mobile nodes; A島町 that，it returns to 
A  and chang白 its mode into T M  ln addition， h  
sends R C R句s to the connected mobile nodes f  
and 9  while moving. 
W hen a  mobile node in S M  connects to the 
source node or a  fixed node which received the 
request 仕o m the mobile node in C M， the source 
node or the fixed node sends a  R C R句 to the con-
nected mobile node. The mobile node which re-
ceiv1田 the R C R句 moves to the source node and 
chang，ωi旬 mode into T M  
The source node st町 ts data transmission w  hen 
it firstly connects to a  mobile node in TM. H ぽ e，
when the number of collected mobile nod白泊
smaller than the required numberof mobile 
to construct. the communication route ( Nreq)， the 
source node tr組 sfers ぬ.e data by using train 
tmnsmission. ln train transmission， the collected 
mobile nod邸 form the line segme凶( 仕組n). The 
data are transfered by the movement and commu-
nication of the formed train as shown in Figure 
3. W h e n  another mobile node in T M  coruiects the 
source node， the source node adds the connected 
node to the train until the completed communica-
tion rouもe is cOnStructed. 
Aftぽ transferred the accumulated data， the m o-
bile nod田 in T M  change its mode into SM. 

3.4 Deployment of Fixed Nodes 
In D A T F M j D F， fixed nodes are deployed ac-
cording to five guidelin邸 derived by the perfor-
mance analysis. 

セツ附ピブ
Tra.i.n..拶4P)制伝子h
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Figure 3: 'Train transmi回 ion.

'Table 1: Given parameters. 
I  Par訓 eter I  Value 

z  IDs of fixed nodes (ID of the sink: 0). 
Li location of fuced node i. 
T i  teηitory of fixed node i. 
di location ofthe destination d(st ensing 

point) in T i  of a  mobile node. ( ε T i)  
Sarea size of the whole arぬ .
Vm  velocity of mobi1e  nodes in SM. 
Ts  もime for a  sensing operation. 
N m o u  number of mobile nod田恒 the whole 

area. 
N/i:r; number of fixed nodes in the whole area. 
N reqi required number of mobile nodes to∞n・

struct a  route from fixed node i. 

3.4.1 Analysis of D A T F M  
In the analysis， .we discuss the sensing rate Rs， 
which is defined as the number of sensing oper-
ations per unit time in the whole area. H 町 e，in 
ordぽ to simplify the analysis， w e  do not consider 
the casωof collecting mobile nodes by using m o-
bile nodes in C M， and位ain transmission. ln addi-
tion， the moving path to the fixed node which has 
charge ofぬe destination (described in Subsection 
3.2)ωn be roughly approximated as もhe straight 
line. Therefore， w e 部 sume that mobile nodes go 
straight to the fi.xed node (do not go through fixed 
nodes in the neighboring territories). Actually， the 
effect of the difference of moving to the analysis is 
small. Furthermore， w e  assume that parameters 
in Table 1  are given in advance. 
Fir抗，Rs can be calculated as the inverse of the 
average times elapsed for a  sensing operation. W e  
call this time as the ωerage sensing cycle time 
Tcycle' 
T  cycle is represented as the sum of elapsed times 
for a  mobile node to move 仕o m the connected 
fi.xed.node to the fi.xed node in the territory where 
the destination exists， to move to the destination， 
to perform the sensing operation， and to move 
back to the fixed node (see Figure 4). Here， when 
each mobile node randomly choos白 the destina-
tion from the w  hole area， the probability that a  

- 2 9 3 -



A  

‘
 

.• ‘. 、‘. 
‘. ‘. 

Figure 4: The operations of a  mobile node in zνcle' 
mobile 'node comes 仕o m T  j  and chooses the des-
tination in T  i  depends on the ratio of the size of 
T j  (ITjl) to the size of the whole area (Sarea)' 
Thus， T  cycle of a  mobile node that performs the 
sensing operation in T  i  (1:仰向) is: 

ぶ ITjl ，1Li - Ljl T q c h  =  〉; -JI) 
j=O，jl=i '-'area 

'.-， ou.，. +  Ts • (1) 
" m  

Here， when each mobile node chooses its destina-
tion randomly 仕o m the whole area， the probabil・
ity that a  mobile node chooses the destination in 
巴 becomes the ratio of the size of T  i  (1 T  i  1) to 
Sarea. Thus， the average sensing cycle time in the 
whole 釘飽 (Tcycle) is by: 

ぷ ITilcucte= 〉;τ:..!L .  Tcycle， • (2) 
i=O "'area 

However， since each fi.xed node transfers data 
via a  communication route constructed by mobile 
nodes， several mobile nodes cannot perform the 
sensing operation during' the data transmission. 
Thus， we should consider the effect of data trans-
mission. Let us define the average number of free 
nodes Njree that are not used for data transmis-
sion in a  unit time. T hen， Rs is definedωthe 
ratio of仕ee nodes to a11 mobile .nod邸 .

1  N'...oo = 一一・ 6，，::n;e (3) 
Tcycle N m o 1 J  

N  jree can be calculated by using the total required 
number of mobile nod白 to construct a  c o m muilI-
ω，tion route for each fixed node and the frequency 
of data transnii回 ion.

N f  
Njree =  N m ω 一(α 玄N req.). (4) 

i::::l 
Here， we set the fぬquency of data transmission as 
a  constantαfor simplicity. 
Fro m  the above discussion， Rs can be repre-
sented as follows: 

N f  ll T  

Rs = 計? ( 1 -乞ヰ盟り (5) 
ん cyCle i=l ・m o v

3.4.2 Guidelines for deployment 
Fro m  the result of analysis， we can see that Rs 
depends on the number of mobile nodes ( Nm o v)  ， 
total of required numbぽ s of mobile nodes to∞n-
struct a  commu昨: ation route N r.eqi) and 
the avぽ age sensing cycle time (Tcycle)' 
Fir抗， we discuss the relation between N  m o v  and εお:1: N req，. 1;'he ratio of free nodes to a11 mobile 
nodes is represented by the following formula: 

7¥.T _ て....Nfi:l: 1¥T  手堅 = .  (6) 
4 ・m o v 狩1.0 V

W h e n  the above value becomω10隅 r than zero， 
the network do白 not work. Therefore， the value 
must be larger than zero. Here， when each fi.xed 
nbde stぽ ts the data transniission ev，町y time it re-
ceiv邸 data企o m a  mobile node， Njree becomes the 
minimum. In such a  ωse， the fぬquency of data 
transmission αbecomes the maximum， that is， 1. 
Therefore， we can derive the following constraint: 

2::ET lVTeqt く1 .N m o v  
N f i:c 
玄N r時 三 N m 仲 (7) 

Thus， we can derive the following guideline: 
Guideline 1  The total 01 N r叩 should be 
smαller than N m o v.  
Next， we discuss Tcycle・Fro m eqs.(l) and (2)， 
Tcycle  depends on the average distance between 
Li and d i  (ωe  ILi - di  1)， the size of each te町 i-
tory (ITil)， and the dist釦 ce betvieen fixed nodes 
(ILi - Lj 1). The smaller these p訂 ameters 釘 e，the
smaller rcycle becomes. 
First， in ordぽ todecreaseαt刈Li-dil，w e  derive 
the following 'guideline: 
Guideline 2 :  The 10ωtion 01 each fixed node 
should be仇e center 01 theω庁仰ond仇9 territory. 
Next， we discuss the way to minimize the value 
of ε (1 巴I  .  avelLi - dil)， Since αωt匂叫J
depends on ITil， we can regard αvelLi - dil as a  
function of IT i  1. Here， we regard αt刈Li - dil as 
a  proportional to ITil for simplicity. 
ωelLi - dil =βITil. (s: const.) (8) 

Thus， we can derive the fo11owing formula: 
N f ir.c N J ir.c 乞(lTil ・ωI L i - dil) 
i=O i=O 

ln order to minimize 出is value， w e  calculate the 
partiaI differentiation of with respecもto
IT i  1， and derive the folIowing guideline (due' to the 
limitation of space，we omit the detailed calcula-
tion): 
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Guideline 3  The territory size of each fixed 
node should be uniform (ITol =  IT11 =  ・・・ =  
I T N J恒1).
Fro m  guidelin回 2 and 3， N req should be uni圃

form for all is. Thus， we can derive the following 
formulae: 

N Ji:z: L N，切 rcom =  N Jι N req .  rcom 
i = O  

Nmov'Tcom・
えea .  rcom 三学と T∞m (10) 

l V  Jix 
Let  us define theabove value N mo旬 . Tcom/NJix 
鎚 the mωimum length of ωmmuniωtion Toute 
Lmax. This indicates the following guideline: 
Guideline 4 :  The distance between eαch fixed 
node and its dest仇αtion node should be less than 
or 句ual. to Lmax・
However， if we follow the above guideline， most 
fixed nodes are deployed near the sink in a  sparse 
network (i.e. N mov， NJix， and rcom are very 
small). This may cause the incr，ω e  of the diι 
ference of territory sizes. Therefore， we should set 
the following guide1ine in order to supprωs such 
an und白 irable increase of the .difference of terri-
tory sizes: 
Guideline 5 :  80me fixed nodes should be de-
ployedωlocαtions which are far介'Om the sink切 th
high priority. 
3.4.3 Deployment Strategy 
Based on the above guidelines， we devise the 
following strategy for deploying fixed nodes: 
1. Define the ideal te.町 itory size as SalZ/Nfix 
(世o m Guidelirie 3). 

2. Calculate ぬe ideal length of the communi-
cation route Lideal by the following formula 
(仕o m Guide1in回 2 and 3): 

Lideal =  2. ，，/ーらl 日)
r  1r 'lVJix 

In the .above formula， we assume the shape of 
each territory 舗 a circle for simplicity. 

3. Compare Lideal and Lmax and adopt the 
smaller one as the effective length of commu-
凶ω，tion route LeJ J  (仕o m Guidelines 1) 

Leff =  min(L材ω，Lmax}. (12) 

4. Calculate the required number of fixed nodes 
in order to deploy a  fixed node at the far-
thest point 仕o m the sink when the: distance 
between the fixed nodes is set as Lef f  (from 
Guideline 4). W e  define this value 錨 Nhop'

|TO  - d m a x ¥  Nhop =  L  I - U  T  -m.aa; 1  J. (13) 
l JeJf 

In the above formula， d m a x  denot笛 the loca-
tion of the farthest point 仕o m the sink. 

5. W h e n  the total number of fixed node is 
smaller than N  hop， deploy all fi.xed nodes on 
the line segment between Lo and d max at in-
tぽ vals of Lef f. Otherwise， make all patterns 
of deployment of fixed nodes that the number 
of fixed nodes on the largest communieation 
route (set of transmission routes 企o m a  fixed 
node to the sink) is' more than or equal to 
N hop'  

6. Adjust the locations of each fixed nodes in 
order to uniform the size of each te町 itory
(仕o m G凶del泊e 3) while keeping the distance 
between each pair of source and destination 
nodes. 
Here， specific procedure of the adjustment of 
location is not defined in our strategy (Currently， 
we apply a  trial-and-error approach). The study 
of the effective procedure is our future work. 
4  Performance evaluation 
1n this section， we show the results of the sim-
ulation ぽ P ぽ iments regarding performance eval-
uation of DATFM/DF. In the simulation experi-
ments， we compare the performances of D A T F M， 
D A T F M / D F  and U M  [6]. 
4.1 Simulation environment 
In the simulation experiments， w e  deploy sensor 
nodes in a  1，000[叫 x 1，000[叫伽land. Each蜘・
sor node do邸 a sensing operation with the rate of 
1，000[biも/sec; ・ m 2J. The wireless communication 
range and the channel bandwidth 釘 e 50[叫 and
3[Mbps]， respectively. 
There are 10 fixed nod白 except for the sink and 
N mov m o bi1e  nodes (30 N mov 50). E飢 h m o・
bi1e  node moves with velocity of 5[m/s] in 8 M  and 
10[m/s] in T M  and CM. Each fixed and m o bi1e  
nodehωa memory space whose size is 1，OOO[Mbit] 
and 10[Mbit]， respectively. Each fixed node starts 
data tr組 smission when the amount of the accu-
m 叫ated data exceeds 400[Mbit]. 
1n U M， there 釘 e (10 +  N mov)  U M  nodes. 
Each U M  node has a  memory space whose size is 
10[Mbit]. Each node moves with velocity of 5[m/s] 
when sensi碍，組d 10[mJs] when transferring data. 
E a c h U M  node starts transferring data to the sinl< 
whenもhe amount of the accumulated data exωeds 
10[Mbit]. 
1n this environment， we evaluate the following 
two criteria during 60，000 [sec] :  

• Throughput: The amount of data that ar-
rive at the sink per 1  [舘c].

• A  'Verage moving distance: The .average of 
moving distances of a11 m o bi1e  nodes during 
the simulation period. 
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4.2 Evaluation results 

ω 

Figures 5  and 6  show the simulation results 
changing the total number of sensor nodes (10 +  
N m ). The horizontal'axis on both graphs indicates 
the total numbぽ of sensor nodes. T he  vertical 
axesrespectively indicate throughput in Figure 5  
and average moving di坑ωc e in Figure 6. 
Figure 5  shows that the throughput in 
D A T F M / D F  is always larger than that in 
DATFM. Thus， w e  can see that the deployment 
strategy is effective to improve theefficiencies of 
sensing and data transfer. Moreover， the through-
put in D A T F M / D F  is larger than that in U M .  
T凶 is because acquired data in D A T F M / D F  is 
accumulated on a  fixed node before transferred to 
the si叫し whereas nodes in U M  move to the sink 
eVIぽ y time they acquire data. Here， the through-
put in D A T F M  is not so large compぽ ed with 
that in UM. This is because， since fixed nodes 
in D A T F M  are randomly deployed in the whole 
紅白，比 maybe∞m e difficult for some fixed nodes 
to construct a  communication route. 
Figure 6  shows that the average moving dis-
tances in D A T F M  and D A T F M / D F  are always 
smaller than that 泊 U M . This is because in 
D A T F M  and D A T F M / D F，mobile nodes that ac-
quire data do not need to move to the sink， 
whereas mobile sensors in U M  have to move to the 
sink every time they acquire data. Moreover， the 

moving distance in D A T F M / D F  is always smaller 
than that in DATFM. This is because the deploy-
ment strategy in D A T F M / D F  aims to reduce the 
average distance between fixed nodes. 
Fro m  the above results， D A T F M / D F  can 
fer data with smaller moving distance than 
D A T F M  and U M .  Here， in mobile sensor net-
works， the energy consumed by movement is much 
larger than those by communication and computa-
tion [2]. Therefore， we can see that D A T F、M / D F
achieves high throughput and energy-e缶ciency
compared with D A T F M  and U M .  
5  Conclusion 
In this paper， we proposed D A T F M / D F  to 
further improve efficiencies of sens泊g and data 
transfer from our previous method， D A T F M .  
D A T F M / D F  deploys fixed nodes 
based on the analysis of the sensing rate. W e  have 
also conducted the simulation experiments to eval-
uate the performance of DATFM/DF. The results 
show that D A T F M / D F  improv舘 the performance 
compared with DATFM. 
A s p釘 t of our future work， w e  plan to consider 
a  concrete procedure for adjusting of locations of 
fixed nod匂 in，order to furthぽ improve the perfor-
mance in DATFM/DF. 
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