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A Fault-Tolerant Model of Wireless Sensor-Actuator Network
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In a wireless sensor and actuator network (WSAN), a group of nodes, sensors, actuators, and actuation devices
are geographically distributed and linked by wireless networks. Sensors gather information for an event oc-
curring in the physical world and send them to actuators. Actuators perform appropriate actions on actuation
devices by making a decision on receipt of sensed values from sensors. Sensors are low cost, low powered de-
vices with limited energy, computation, and wireless communication capabilities. Messages may be lost due to
collision and noise and sensors may be faulty. Here, nodes are required to reliably communicate with each other
in realtime manner. In order to realize the reliability, we newly propose a multi-actuator/multi-sensor (MAMS)
model where each sensor sends sensed values to multiple actuators and each actuator receives sensed values
from multiple sensors in an event area. Even if messages are lost and sensors are faulty, actuators can surely
receive sensed values. An actuator makes a decision on what actions to be performed on what order. We discuss

centralized and decentralized protocol for reliable sensor-actuator communication.

1. Introduction

A wireless sensor and actuator network (WSAN)
is a collection of nodes which are interconnected in
wireless networks. There are types of nodes, sen-
sors, actuators, and actuation devices to perform dis-
tributed sensoring and acting tasks [1, 2, 12]. Sen-
sors gather values like temperature about physical
world and send the sensed values to one or more than
one actuator. Actuators are capable of making a de-
cision on actions for the sensed values and perform
the actions on actuation device. WSAN is used in
sensing applications like microclimate control, home
automation, environmental monitoring, target track-
ing [1, 2]. There are many discussions on how to
reliably and efficiently broadcast messages among
sensors [4, 12]. WSAN is one of the most signif-
icant technologies to realize ubiquitous computing
systems [15].

Sensors are low-cost, low-power devices which
are equipped with limited energy, computation, and
wireless communication capabilities. Sensors may
stop, even malfunction [11] due to the out-of-charge
and fluctuation of observed phenomena in the physi-
cal world. In addition, messages are lost due to colli-
sions and noise in a wireless channel. It depends on a
type of each node how far the node can deliver a mes-
sage, i.e. the strength of radio. That is, actuators de-
liver messages to nodes which are more distant than
sensors. In our multi-actuator/multi-sensor (MAMS)
model, each sensor sends sensed values to multiple
actuators and an actuator receives sensed values of a
same event from multiple sensors in order to be toler-
ant of faults of sensors and wireless networks. Even

if some messages are lost in the wireless link and are
delivered to actuators in different orders, each actu-
ator can receive proper sensed values from the other
proper sensors. For example, an actuator makes a
decision like majority-based decision on sensed val-
ues from multiple sensors. We discuss semi-passive
[3] protocols for coordinating multiple actuators to
make a decision of a value.

In section 2, we present the model MAMS model.
In section 3, we discuss what problems, to be re-
solved in the MAMS model. In section 4, we discuss
how to realize reliable sensor-actuator communica-
tions.

2. System Model

2.1. Sensors and actuators

A wireless sensor and actuator network (WSAN)
W is composed nodes interconnected with a wireless
network [1, 2, 12]. There are three types of nodes,
sensors, actuators, and actuation devices. A sensor
gathers values about the physical world like temper-
ature and sends it to actuators. An actuator makes
a decision on what actions to be performed on ac-
tuation devices based on the sensed values from the
sensors and then performs the actions on the actua-
tion devices. Let S be a set of sensors, A be a set
of actuators, and O be a set of actuation devices in a
WSAN W, ie. W = (S, A, O).

A WSAN W is partitioned into event areas,
Wi, -, Wp (m > 1). An event area W; is a ge-
ographical unit of a WSAN W. Each event area
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W; is composed of sensors, actuators, and actua-
tion devices. Let S;, A;, and O; show sets of sen-
sors {s;1,+*+, 84, } (C S), actuators {a;1, - -, Gim; }
(C A), and devices {0;1, -+, 0ipn, } (C O)in an event
area W;, respectively.

Phenomena in the physical world is changed
on occurrence of an event. If an event occurs
in some location, sensors in some distance from
the location gather values of some attributes of
the event. Let SE(e) (C S:) be a subset of the
sensors which sense an event e. Each event is
characterized in terms of attributes like temperature
and acceleration. Let §2 be a set of all the attributes
of ‘events. Let Q(e) (C ) show a scheme of an
event e which is a subset of the attributes of the
event ¢ (f(e) C ). An event e is represented as
a collection of values of attributes. Let Dom(p) be
a set of possible values which an attribute a can
take. Let e.p (€ Dom(p)) be a value of an attribute
a of an event e. For example, a tuple of values
(---,15[°C], N35°69'11.74” £139°22'19.33", - - -)
shows values of an event e of a scheme §Q(e)
= (- - -, temperature, location, - - -) where
the event e occurs in Tokyo Denki Univ,,
Japan. e.temperature = 15[°C] and e.location
= N35°69'11.74” £139°22'19.33”.  There are
discreate and continuous types of attributes, A
discrete attribute takes discrete values like ON and
OFF. A continuous attribute a takes a continuous
value like remperature. A pair of continuous sensors
may not take the same value, e.g. one sensor takes
15.1°C and the other takes 15.2°C.

A type Q(sik)(C ) of a sensor s;x is a subset
of the attributes where s;. can sense. For exam-
ple, a voice sensor v can gather voice information,
Q(v) = {voice}. Let e[si] show a tuple of val-
ues for an event e which a sensor s;; gathers, i.c.
(e.p | p € Qsik)). Multiple sensors sense a same
event e. For a pair of sensors s;; and s;, in an
event area W;, a sensed value e.p[s;x] may not be
the same as e.p[sin], e.p[sik] # e.p[sin] for an at-
tribute p € (sik) N Q(s:n), €.g. due to sensor error
and different sampling intervals.

Actuation devices which act to the physical world
like robot arms and air conditioners are modeled to
be objects [5] in this paper. An object is an encap-
sulation of state and methods for manipulating the
state. Actuation of a device is modeled to be execu-
tion of methods on the device object. An actuator is-
sues a method to an object. On receipt of a method,
the method is performed on the device object. For
example, cooler air is ventilated by the air condi-
tioner object ac on receipt of a method (turn) down.
Figure 1 shows the relations of sensors, actuators,
and actuation device objects.
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Figure 1. Sensor, actuator, and device
object.

2.2. A wireless communication channel

There are multiple nodes, sensors, actuators, and
device object in each event area W;. A node sends
a message in a broadcast channel of a wireless net-
work. A message sent by a node can be received by
nodes in W; depending on the radio field intensity.
Let D(c) be a set of nodes which can receive a mes-
sage sent by a node ¢ in W;. D(c;) = D(c2) does
not always hold for every pair of nodes c; and cs.
Every node in an event area W; communicates with
the others through a wircless channel. If multiple
nodes send messages at the same time, the messages
are lost due to the collision. In order to resolve the
collision in the channel, some synchronization proto-
col like CSMA[9], CSMA/CA[7] and CSMA/CDI[8]
is used. For example, CSMA is used in the sensor
MICA2 with TinyOS[14]. There are following prop-
erties on communication among nodes through one
wireless channel:

1. Ifa pair of nodes c; and c; send messages at the
same time, every node in D(c;) N D(c;) loses
the message due to the collision,

2. Let ¢; and cz be nodes which send messages
m; and my at the same time, respectively, in
W;. Every pair of nodes ¢3 and ¢4 in D(c1) N
D(cy) receive a pair of messages m; and ms in
the same order if ¢3 and ¢4 receive both m, and
my [Figure 2].

D(c;)

D(cy)

Figure 2. Contention.

A sensor s;; cannot deliver messages to distant
nodes due to less power supply. On the other hand,
an actuator can deliver messages to distant nodes.
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We make the following assumptions:
1. Each actuator a; can deliver a message to every
node in an event area W, i.e. D(ai;) = A; US;.
2. Each sensor s;; can deliver a message to only a
subset od nodes in W, i.e. D(s;x) C A; US,;.
We consider two communication models in
WSAN:
I. One-channel model.
2. Two-channel model.

In the one-channel model, every node sends and re-
ceives mesages with one wireless channel. For ex-
ample, if an actuator sends a message, every sensor
cannot start sending messages. In the two-channel
model, every pair of sensor and actuator nodes use
different wireless channels while every sensor sends
messages with other sensors and actuators and every
actuators sends messages to sensors in one channel
and every actuator sends messages to other actua-
tors in another channel. That is, one channel is used
for the actuator-actuator communication and another
channel is used for sensor-sensor and sensor-actuator
communication in CSMA. Actuators can commu-
nicate with each other freely from collisions with
sensor-actuator communication. For example, actu-
ators use the 11b Ethernet and deliver messages to
other actuators and sensors can deliver messages to
nodes.

3. MAMS Model

In the single-actuator (SA) model [1], there are
one actuator and multiple sensors in an event area. If
an event occurs in an event area W;, sensors sense
values of the event, like temperature. Sensors in
an event area send the sensed values to one actua-
tor. Here, the actuator may be a single point of fail-
ure. On the other hand, multiple sensors and multi-
ple actuators in an event area are interconnected in
the multi-actuator (MA) model [1] [Figure 3]. Each
sensor sends sensed values to one actuator but some
pair of sensors in an event area may send sensed val-
ues of an event to different actuators. If messages
with sensed values from a sensor to an actuator are
lost or some number of sensors are faulty, the sensed
values of the event obtained by the sensor cannot be
delivered to the actuator. In order for at least one ac-
tuator to make the decision, more number of sensors
are required to send sensed values to the actuator.

In this paper, we propose a multi-actuator/multi-
sensor (MAMS) model to realize the reliable sensor-
actuator communication. Suppose a sensor s sends
sensed values to an actuator a. Here, a is referred
to as parent of the sensor s and s is in turn a child
of the actuator a. Let AA(a;) and AS(a;;) be sets
of actuators and sensors, respectively, which can re-
ceive a message sent by an actuator a;; in an event

area W;. D(a;;)) = AA(air) U AS(ai;). Let SA(sik)
and SS(s;ik) be sets of sensors and actuators, respec-
tively, which can receive a message sent by a sensor
sik in Wi, D(six) = SA(sik) U SS(sik)-

event area A

——— :sengsed information

- --» :action

A A tactuator

O :sensor

[0 :actuation device object

Figure 3. MAMS model.

Let AE(e) (C A;) be a subset of the actuators
which can receive sensed values sent by the sensors,
ie. {ailaiw € SA(si) and s;x € SE(e)} in an
event area W,

Each actuator a;; in the set AE(e) may receive
sensed values from multiple sensors for an event e
occurring in an event area W;. An actuator a;; can
deliver a message to every node, i.e. actuator and
sensor nodes in the event area W; while a sensor s;;,
can deliver a message to only a subset of the nodes.
The more number of messages each actuator sends,
the more number of messages may be lost due to
collision. In this paper, we make the following as-
sumptions on communications among actuators and
sensors in an event area W;:

1. Each actuator a;; can deliver a message to ev-
ery actuator and sensor in an event area W, i.e.
AA(a,-) = Ai and AS’(a,) = S;’.

2. Each sensor s;; can deliver a message to sub-
sets of the actuators and sensors in W;, i.e.
SA(sik) € Ai, S5(sik) © Sy, and D(six) C A;
uSs..

3. Each actuator a;, is equipped with enough size
of buffer but each sensor s;, with only limited
size of buffer.

From the assumptions 1 and 2, each actuator a;;
receives every pair of messages sent by actuators and
sensors in the same order if a;; receives both the
messages. The assumption 2 means that even if an
actuator a;; receives a message from a sensor s,
another actuator a;,, may not receive the message.
The assumption 3 means even if a message arrives
at a sensor without collision, the sensor may lose the
message due to the buffer overflow. On the other
hand, if a message arrives at an actuator, the actuator
can surely receive the message.

Suppose an actuator a;; sends a message m; at the
same time as a sensor s;; sends a message m. In the
one-channel model, m4 is lost due to collision while
m; may be delivered to some sensors and actuators
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colliojon

Figure 4. Collision.

as shown in Figure 4. In the two-channel model, m;
and 2 do not collide because the messages are sent
in different channels.

Suppose a pair of events e; and ez occur in an
event area W;, which are sensed by a sensor s;i.
The sensor s;; sends sensed values v;; and vix2 for
ey and eg, respectively, to an actuator a;;. Another
sensor s;, senses a value vy, for the event ez and
then v, for e;. The sensor s;;, sends the value v;gg
and then v;x; to the actuators a;;. Here, a;; receives
the values for the events e; and ez from the sensors
six and s;p, in different orders as shown in Figure 5.
Here, suppose a method op; to be performed for the
event e; and op; for e;. The actuator a;; has to de-
cide which method op; or ops to be first performed.
If e; happens before e; (e; — e3)[10], op; has to
be performed prior to op,. If e; and ez concurrently
occur (e; || e2), the actuator a;; has to decide which
method to be issued prior to the other. Especially,
if a pair of actuators a;; and a;, receive the sensed
values, a;; and a;,, have to take the same order of the
methods op; and ops.
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time

Figure 5. Order of events.

Next, suppose a pair of sensors s;x and s;;, sense
both values v;x and vip2 for a pair of events e; and
€3, respectively. The sensors s;; and s;, are hetero-
geneous, i.e. (six) # SU(sin). An actuator a;; re-
ceives viky from s;; before vye from s;.. Suppose
e1 || ez, the actuators a;; and a;, have to make a
decision which event precedes the other event.

In sensor-actuator communications, each actuator
a;; has to make the following decisions:

1. The actuator a;; makes a decision on a value v;,

from sensed values sent by child sensors. Then,
one value v is taken from a set of the values v;1,

Via Vi

time

Figure 6. Order of events.

..» Vim;, wWhere each value v; is taken by an
actuator a;; (=1, ..., m;).

2. The actuator a;; makes a decision on which
method to be performed on which actuation de-
vice for the sensed value v.

3. The actuator a;; makes a decision on in what
order methods to be issued to actuators.

Every actuator has to make an agreement on one dis-
crete value in the domain for a discrete attribute. On
the other hand, a continuous attribute takes a contin-
uous value like temperature. Even if a pair of sensors
sk and s;;, are proper, the sensors s;; and s;, may
send different values to actuators. For example, a
sensor s;; sends temperature value 14.01 [°C] and
another sensor s;2 sends 14.02 [°C] depending on
the precision and position of the sensor.

4. Reliable Sensor-Actuator Communica-
tions

We discuss how the actuators cooperate to make
a decision on a value for a collection of sensed val-
ues from the sensors. There are ways, active [16],
passive [16], semi-passive [3], and semi-active [16]
ways. In the passive way, one actuator plays a role
of a coordinator. Let a;; be the primary actuator.
The other actuators a;2, - -+, aim,; are secondary in
an event area W;. On receipt of a sensed value from
a sensor s;x, an actuator a;; forwards the value to
the primary actuator a;;. Then, a;; makes a decision
on a value from the sensed values collected by the
actuators. The primary actuator a;; performs meth-
ods for the sensed value on actuation devices. If
the primary actuator is faulty, one of the secondary
actuators takes over the primary one. In the active
way, every actuator receives sensed values and per-
forms same actions on devices. As discussed [13]
multiple redundant executions of an action have to
be resolved. In the passive and semi-passive ways,
the secondary actuator neither make a decision nor
perform methods. On the other hand, each sec-
ondary actuator makes a decision on what methods
to be performed in what order but does not perform
the methods in the semi-active way. In the semi-
active and semi-passive ways, every secondary ac-
tuator has to receive the same sensed values. In or-
der to realize the realtime communication, we take
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the semi-passive way since the semi-passive way im-
plies larger availability than the passive and semi-
active way.

[Semi-passive coordination protecol]

1. On receipt of sensed values from some num-
ber of sensors, an actuator a;; sends pairs of the
sensor identifier and the sensed value from the
sensor to the primary actuator a;.

2. On receipt of sensed values from sensors and
secondary actuators, every actuator a;; makes
a decision on a value and methods op;, - -+,
Opitk,¢ for the value, v;;. The primary actuator
broadcasts the value v and the methods op;;1,
-+ -, OPitk;¢ to every secondary actuator.

3. On receipt of the value v;; and the methods
from the primary actuator a;;, the secondary ac-
tuator a;; check if v;; = v;; and op;y = op;u
(0 =1, -, k). If not, a;; logs v;; and opin1,
* "5 OPilk;, «

Figure 7. Sensor-actuator communica-
tion.

Since every actuator is interconnected with one
wireless channel, every actuator can receive a mes-
sage if some actuator sends the message. In addition,
every actuator can receive messages in the same or-
der. Each secondary actuator a;; can just receive the
method op and the value v without making the deci-
sions n the value and the method. -

The primary actuator a;; may stop by fault. We
assume every actuators can recognize that another
actuator is faulty by using some kind of fault detector
[6]. then, one of the operational secondary actuator s
selected, e.g. an actuator whose identifier is the min-
imum. If a secondary actuator is faulty, the faulty
actuator is removed by the other actuators.

5. Concluding Remarks

In this paper, we discussed how to make a wireless
sensor and actuator network (WSAN) fault-tolerant
where sensor and actuator nodes stop by fault and
messages are lost. A WSAN is decomposed with
event areas. Each event area is composed of sensors,
actuators, and actuation device objects. Each sensor
communicates with multiple actuators and each ac-
tuator receives sensed values from multiple sensors
by using one wireless communication channel. This
is the multi-actuator/multi-sensor (MAMS) model

which we proposed to make WSAN fault-tolerant in
this paper. An actuator makes a decision on what
method, i.e. action to be performed on which actua-
tion device object in an event area and then issues the
method to the object. Sensors are less reliable and
may be arbitrarily faulty, due to low-energy, low cost
devices. In addition, messages are lost due to colli-
sion in a wireless channel. Actuators are assumed to
only stop by fault. We discuss a semi-passive way
on how multiple actuators communicate with each
other to collect sensed values and make a decision
on a value and occurrence order of events.
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