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Abstract

The scale-invariant burstiness or self-similarity has been found in real network. Relation between self-similarity
and network and/or system parameter is mainly discussed in the context of application layer, and this self-similarity
is caused by the file size of Web servers or the duration of user sessions. In addition, self-similar burstiness has
been characterized by the transport layer protocol. Traffic dynamics, however, are mainly generated by physical
conditions such as the resource restrainment. In this paper, we have investigated self-similar property for TCP
traffic under the resource restrainment to make the network parameter vary using the network simulator. After
analyzing the simulated results, following properties were extracted. Firstly, the self-similar property becomes less
distinctive for the bottleneck bandwidth restrainment especially under the condition at exceeding 4 % packet loss
rate. Secondly, on the saturated condition with nearly no packet loss caused by the increase of client number, the
self-similar property is sustained with the Hurst parameter with the value of 0.5 for all a’s. Finally, large link delay
ezceeding 700 msec emphasizes the self-similar property for all a’s enlarging the Hurst parameter approrimately at

the value of 0.8.

1 Introduction

Since the seminal study of Leland, et al. (1], the
scale-invariant burstiness or self-similarity has been
found in real network. Currently, self-similarity of
network traffic has been widely adopted in the mod-
eling and analysis of network performance. Relation
between self-similarity and network and/or system pa-
rameter is mainly discussed in the context of appli-
cation layer. Crovella et al. [2] indicate that this
self-similarity is mainly caused by the file size of Web
servers or the duration of user sessions, and ftp traf-
fic has the heavy-tailed property of Pareto distribution
with 0.9 < a < 1.1[3).

In this paper, we focus on the self-similar property
for TCP traffic under bottleneck resource restrainment.
In general, the healthy Internet maintains the low error
rate below one percentage, whereas some edge nodes of
small provider temporally rise the error rate under the
heavy load condition. These error-prone traffics are
controlled by the flow control mechanism of TCP. It
is the ongoing topic to investigate how this feedback
mechanism effectuates the property of self-similarity.
We exploit the variation of the Hurst parameter in
terms of the bandwidth restrainment, the increase of

the number of clients and the expansion of delay.

Park et al. [4] examined simulations with diverse
conditions using network simulator, and found that the
presence of self-similarity at the link and network layer
depends on whether reliable and flow-controlled com-
munication is employed at the transport layer. In the
absence of reliability and flow control mechanisms, such
as when a UDP-based transport protocol is used, they
found that much of the self-similar burstiness of the
traffic was destroyed. This result infers that the dis-
cussion of the self-similar property for TCP traffic can
make the influence of the self-similarity more clarify
than that of UDP traffic.

In this paper, we focus on the condition of resource
restrainment for TCP traffic, and investigate the prop-
erty of self-similar traffic in detail to make the network
environment vary using the network simulator (ns-2)
[5]. Firstly, we capture values of parameter on the con-
dition of resource restrainment, and clarify mechanisms
of TCP. Then, the discussion of Hurst parameter will
be presented.

This paper is organized as follows. First, the back-
ground of self-similar property and estimation of Hurst
parameter is described in Section 2 followed by the en-
vironment of network model and simulation in Section



3. With this simulation, we discuss the effect of self-
similar traffic to make the network environment vary
in Section 4 and Section 5. Section 6 is the summary
and discussion for future work.

2 Background

We will shortly introduce the basic concepts relating
to self-similarity and a more detailed treatment can be
found in Park et al. [7] and Abry et al.[§].

2.1 Self-similarity and Long-Range De-
pendence

A process X(t) is said to be self-similar, with self-
similarity parameter H > 0, if

{X(t),t € R} =a {cHX(t/c),t € R}, Vc>0, (1)

where =4 means equality for all finite dimensional dis-
tributions.

For applications, the class of self-similar processes
are usually restricted to that of self-similar processes
with stationary increments (or H-sssi processes). For a
H-sssi process, the self-similarity parameter necessar-
ily falls in 0 < H < 1 and the autocovariance function
~(k), when it exists, takes a specific, unique, and con-
strained form:

106 = TP — - s+ 1sP). (2)

Let r(k) = (k)/o? denote the autocorrelation func-
tion. For0< H < 1,H # -;-, it holds

r(k) ~ H2H - 1)k?H~2, k — oo. 3)
In paticular, if 1 < H < 1,r(k) asymptotically behaves
as ck=8 for 0 < B < 1, where ¢ > 0 is a constant,
B =2-2H, and we have

> o]

z r(k) = oo. 4)

k=—o00

That is, the autocorrelation function, which is the es-
sential property that causes it to be not summable,
decays slowly. When r(k) decays hyperbolically such
that condition (4) holds, we call the corresponding sta-
tionary process X(t) long-range dependence. X(¢) is
short-range dependence if the autocorrelation function
is summable.

2.2 Heavy-tailed Distribution

A random variable Z has a heavy-tailed distribution
for some positive constant c, if

PlZ>z]|~ez™®, 0<a<?2, (5)

where a(z) ~ b(z) means lim;—. a(z)/b(z) = 1, and
a is called the tail index or shape parameter. Regard-
less of the behavior of the distribution for small values
of the random variable, it is heavy-tailed if the tail of
the distribution asymptotically decays under the man-
ner of power law. If P|Z > z] is heavy tailed then Z
shows very high variability. Z has infinite variance for
0<a<2 and, if 0 < a <1, Z has infinite mean. In
the networking context, we will be primarily interested
inthecase 1 < a < 2.

The simplest heavy-tailed distribution is the Pareto
distribution. The Pareto distribution is power law over
its entire range; its probability density function is given
by

p(z) = ak®z~ "), a, k>0, >k, (6)

and its cumulative distribution function is given as
F(z)=P[Z <z]=1- (k/x)* (7
The parameter k represents the smallest possible value

of the random variable, and is called the location pa-
rameter.

2.3 Estimation of Hurst Parameter

A quantitative measure of self-similarity is obtained
by using the Hurst parameter H, which expresses the
speed of decay of a time series’ autocorrelation func-
tion. A H-sssi process with long-range dependence has
an autocorrelation function of the form

(k) ~ck™®  k— oo, (8)
where ¢ > 0 is a constant, and 0 < 8 < 1. The Hurst
parameter is related to g via

H=1-

NTASY

(9)

Heavy-tailed property causes the long-range depen-
dence that is one of the properties of self-similarity.
Park(7] presented that heavy tails lead to predictabil-
ity, and in relation, they lead to long-range dependence
in network traffic. Hurst parameter is related to the
tail index by H = (3 — «)/2, which can be predicted
by the on/off model in an idealized case correspond-
ing to a fractal Gaussian noise process ranging over
1/2 < H < 1 in corresponding to 1 < o < 2.

Beran[6] introduced the method, i.e. the variance-
time plot, to estimate Hurst parameter. The variance-
time plot is based on the slowly decaying variance of
a self-similar time series, and it is expected to be scat-
tered around a straight line with negative slope 2H —2.
This slope can be estimated based on the least squares
method.



3 Network Model and Simulation

3.1 Network Model
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Figure 1. Network configuration.

The network is constructed by nodes and links. Each
link has a buffer, bandwidth, and latency. Server
node s; has a probability density functions p;(X)(7 =
1,--+,n) for each TCP connection, where X > 0
is a random variable denoting file size. Client node
ci(i = 1,--+,n) independently accesses to the server,
where each request is completely determinded by the
file size.

Figure 1 shows 1-server, n-client network configura-
tion. The link between gateway G and G5 forms a
bottleneck link. We will refer to the traflic from G» to
G, as downstream traffic and the one from G to Go
as upstream traffic. Downstream traffic denotes multi-
plexed file transmission from the server.

Crovella et al. [2] indicate that this self-similarity
is mainly caused by the file size of Web servers or the
duration of user sessions. In addition , we measured
file size of the top page on diverse Web servers and
observed heavy-tailed distribution of file sizes[9]. We
assume that these actual file sizes are applied to the
probability density function p;(X).

3.2 Simulation Setup

We adopt the LBNL network simulator (ns) [5] to
evaluate the effect of network parameters. The ns is a
very popular software for simulating advanced TCP /IP
algorithms and protocols. In this paper, we discuss the
relation between self-similar property and the variation
of restricted bandwidth.

We conducted two different types of experiments; a
bottleneck bandwidth restrainment and a bottleneck
delay restrainment, discussing in later chapters. The
topology of bandwidth restrainment consists of 1-sever
32-client nodes and 15 msec latency presenting domes-
tic links with variation of bandwidth. The topology of
delay restrainment consists of 1-server 128-client nodes
and 10 Mbps bandwidth with variation of delay. Non-
bottleneck links are all set at 10 Mbps bandwidth and
15 msec latency. The maximum segment size is fixed
at 1 kbytes. We measure the downstream traffic from
Go to G.

4 Effects of Bottleneck Restrainment

4.1 Effects of Bandwidth Restrainment

We examine bottleneck link restraining bandwidth
between Gy and Ga. Self-similar traffic is generated
by the file size on the server with Pareto distribu-
tion, i.e. heavy-tailed distribution. As the shape of
Pareto distribution is mainly determined by the shape
parameter(a), we conduct four different values, i.e.
a = 1.05,1.35,1.65, and 1.95. In general, if a is close
to 2, the process sequence has the property of short-
range dependence and operates similar to the process
with exponential distribution. On the other hand, if
a is close to 1, the process sequence has the property
of long-range dependence. We set. the packet size to 1
kbyte, data traffic rate to 200 kbps. Each TCP agent
connected to respective client TCPsink agent is set to
Reno and the window size of TCP is set to 100.

4.1.1 Throughput Variation
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Figure 2. Throughput varing the bottleneck
bandwidth.

Figure 2 shows the throughput variation for TCP
traffic when the bandwidth of bottleneck link varies
from 1.0 to 5.0 Mbps, stepping up 0.1 Mbps with four
different values of @. The increasing pattern changed
when the bottleneck link was limited at 3.3 Mbps, and
each throughput maintained approximately the same
value (about 396 kbyte/sec) for four a’s. After the
bandwidth grows exceeding 3.3 Mbps, the throughput
curve at @ = 1.05 increases with two slopes. Firstly,
the throughput gradually increases until bandwidth =
4.3 Mbps, then is maintained the same value. The
throughput for smaller & is slightly larger than that
for larger a. After releasing the restrainment of bottle-
neck, smaller o contributes to raise the throughput per-
formance, indicating that the property of self-similarity
enlarges the throughput.



4.1.2 Loss Rate Variation
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Figure 3. Loss rate varing the bottleneck
bandwidth.

Figure 3 shows the loss rate variation of bottleneck
restrainment for TCP traffic. To show the descending
pattern of loss rate without overlapped lines, the value
of order of bandwidth axis is changed to the descend-
ing order. At small bandwidth from 1.0 to 1.3 Mbps,
limited bandwidth generates traffic congestion, lead-
ing to large loss rate. Under the condition of smaller
bandwidth, that is under 3.2 Mbps, loss rate roughly
remains from 9 to 12 %, and maintains the similar value
for all a, indicating that the congestion control of TCP
can arise the throughput adjusting the TCP congestion
window size. The bandwidth = 3.3 Mbps configures
the changing point of loss rate. In the larger band-
width from 3.4 to 3.7 Mbps, loss late suddenly drops
to 1 % for three a’s (= 1.35, 1.65 and 1.95), while for
a = 1.05, loss rate remains almost unchanged within
the bandwidth of 3.3 to 3.8 Mbps, then it finally de-
creases to 1% at bandwidth = 4.3 Mbps.

These results indicate following features. Firstly, a
small change of bandwidth causes a big change of loss
rates for TCP traffic. Secondly, congestion control of
TCP remains middle loss rates such as 8 % to 12 % for
every « and vanishes the dependency for a.

4.1.3 Variation of Hurst Parameter

Hurst Parameter

Figure 4. Hurst parameter varing the
bottleneck bandwidth.

Figure 4 illustrates fluctuations of the Hurst param-
eter to make bottleneck bandwidth vary. These Hurst
parameters are estimated by the slope of the variance-
time plot for the throughput based on the least squares
method. In the restricted bandwidth, the Hurst param-
eters are unstable remaining lower values, i.e. under
0.6, over narrower bandwidth than 3.3 Mbps for every
. When bandwidth just reaches 3.4 Mbps, Hurst pa-
rameter for each o = 1.35, 1.65 and 1.95 rises suddenly
to 0.65, 0.79 and 0.74 respectively, whereas the Hurst
parameter for o = 1.05 still remains at 0.46, increasing
gradually between 3.5 and 4.2 Mbps bandwidth. Fi-
nally, when bandwidth reaches at 4.2 Mbps, the Hurst
parameter for each a = 1.05,1.35, 1.65 and 1.95 stays
in 0.91, 0.75, 0.66 and 0.63 respectively, moving to the
stable values for each a.

As the results, we can extract the following. Hurst
parameters for TCP traffic suddenly change from un-
stable state to stable state for larger a’s(=1.35, 1.65
and 1.95), synchronizing the changing point of loss rate
from over 8 % to under 4 %. For the small a=1.05,
Hurst parameter converges to stable state when loss
rate decreases under 4 %. These results mean that
the property of self-similarity for T'CP traffic appears
under the loss rate = 4 %.

Park et al. [4] conducted the simulation using ns-2,
and compared the estimated values of Hurst parame-
ter for limited bandwidth (1.5 Mbps) and non-limited
bandwidth (155 Mbps). They concluded that band-
width limitation led to no significant variations for self-
similarity. Park et al. [4] also described that limited
bandwidth resulted in 4 % packet drop rate for the
most bursty case (a=1.05). Compared to our results,
the condition of the limited bandwidth (1.5 Mbps) has
already converged to the stable state, and the results
could not lead to the difference.

In TCP, 4 % packet loss rate is the changing point
from unstable and stable state for the estimated Hurst
parameter. After reaching the stable state, a Hurst pa-
rameter is maintained in a linear manner for each a.
It can be also said that bottleneck bandwidth restrain-
ment vanishes the property of self-similarity.

4.2 Effects of the number of Client

In the previous subsection, we concluded heavy loss
rate over 4 % led to unstable Hurst parameters and
vanished the self-similar property. In this and next
subsections, we will burden the bottleneck link with
the number of client and delay without occurring the
packet loss.

4.2.1 Throughput Variation

Firstly, we increase the number of clients. To remove
the influence of the packet loss, the bandwidth of bot-
tleneck link will be increased to 10 Mbps and the delay
will be set to 15msec.
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Figure 5. Throughput varying the number of
client.

Figure 5 illustrates the throughput variation when
the number of client varies from 24 to 150 with 8 step.
The pattern, forming smaller « that generates larger
throughput, was kept under about 88 clients. If the
number of clients increases over 96, then the through-
put maintains the same value for each a. The larger
number of client causes the congestion control of TCP
remaining the best throughput on this condition, while
packet loss hardly appeared in all cases. This results
means that the large number of clients vanish the char-
acteristic of throughput pattern for different a’s.

4.2.2 Variation of Hurst Parameter
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Figure 6. Throughput varying the number of
client.
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Figure 6 shows fluctuations of the Hurst parame-
ter varying the number of client. These values of the
Hurst parameter have 0.93, 0.74, 0.60 and 0.54 for each
a(=1.05, 1.35, 1.65 and 1.95) respectively at 72 clients,
and this descending slope are kept under clients smaller
than 72. On the other hand, values of the Hurst param-
eter for larger client converges to around 0.5 to 0.6. On
the condition of the throughput saturation caused by
the increase of client number, the self-similar property
will become less distinctive like the bottleneck band-
width restrainment.

4.3 Effects of Delay Restrainment

In previous subsection, the traffic of 72 clients con-
figured the border value whether the self-similar prop-
erty is maintained or not. In this subsection, we will fix
the number of client to 64 which is close to the bound-
ary value of 72, and make the bottleneck delay variable

from 100 msec to 2000 msec. As all simulated data un-
der 100 msec delay is likely to have the similar features
in pre-experiments, we have conducted the delay is to
exceeded 100 msec.

4.3.1 Throughput Variation
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Figure 7. Throughput varying the bottleneck
delay.

Figure 7 shows the throughput variation for TCP
traffic when the delay of bottleneck link varies from
100 to 2000 msec stepping up 100 msec with four dif-
ferent values of a. The declining line of the Hurst pa-
rameter, indicating the throughput of smaller a’s hold
larger values of the Hurst parameter, maintained ap-
proximately between 100 msec and 2000 msec. Among
the last part of increasing link delay up to 2000 msec,
the throughput values fluctuated irregularly. The re-
sult indicates that the flow control of TCP could not
converge the throughput to the smooth variation over
larger link delay exceeding 700 msec.

4.3.2 Variation of Hurst Parameter
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Figure 8. Hurst parameter varying the
bottleneck delay.

The variation of the Hurst parameter is shown in
Figure 8. These values of the Hurst parameter have
0.82, 0.65, 0.63 and 0.64 for each a(=1.05, 1.35, 1.65
and 1.95) respectively at 400 msec link delay. If the
link delay exceeds 400 msec, then this descending slope
gradually transforms to the flat slope with large val-
ues. Contrary to the convergence to the value of 0.5
caused by the increase of the number of client, large
link delay causes the Hurst parameter for all a’s to be



approximately at the value of 0.8. This result indicates
that the large link delay enlarges the property of self-
similarity. On the other hand, increasing the number
of clients suppresses the self-similar property especially
for small a’s(=1.05 and 1.35). In addition, if the flow
control mechanism of TCP does not operate properly,
then the self-similar property is enlarged.

5 Conclusion

In this paper, we have investigated the property of
self-similar traffic for TCP traffic under the resource re-
strainment to make the network parameter vary using
the network simulator. After analyzing the simulated
results, following properties were extracted. Firstly,
the self-similar property becomes less distinctive for
the bottleneck bandwidth restrainment especially un-
der the condition at exceeding 4 % packet loss rate.
Secondly, on the saturated condition with nearly no
packet loss caused by the increase of client number, the
self-similar property is sustained with the Hurst param-
eter with the value of 0.5 for all a’s. Finally, large link
delay exceeding 700 msec emphasizes the self-similar
property for all a’s enlarging the Hurst parameter ap-
proximately at the value of 0.8.

These simulations were examined by the variation of
bottleneck bandwidth and delay. To extract network
parameters effecting the property of self-similarity,
other simulations restricting network resources are re-
quired. In the next step, we will conduct the simulation
to make network parameters vary such as queue length.
In the future, the real network experiment is to be con-
ducted followed by discussions of the precise network
simulator to find the new metrics for the self-similarity.
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