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Abstract

In a peer-to-peer (P2P) overlay network, a large number and various types of peer processes are cooperat-
ing by using multimedia contents like movies. Multimedia streaming is a key technology to realize multimedia
applications. Here, multimedia contents are required to be reliable and continuously delivered to processes in a
real-time manner. In this paper, we newly discuss a heterogeneous asynchronous multi-source streaming (HAMS)
model where multiple contents peers transmit packets of a multimedia content to a requesting leaf peer to increase
the throughput, reliability, and scalability in P2P overlay networks.

1. Introduction

Multimedia streaming applications like video on de-
mand [6] are getting more significant in the Internet ap-
plications {7]. Here, multimedia contents have to be
efficiently and reliably delivered to users from contents
providers while real-time constraints are satisfied. In
peer-to-peer (P2P) overlay networks [5], a large number
of peer processes (peers) in various types of comput-
ers, mainly personal computers are cooperating by ex-
changing messages with each other. Here, multimedia
contents are in nature distributed in various ways like
downloading. Peers supporting multimedia contents are
contents peers. On the other hand, peers which receive
multimedia contents are Jeaf peers. One-to-one/one-to-
many types of communication protocols like TCP [4]
and RTP [8] are so far developed and widely used for
multimedia applications. One-to-one/one-to-many pro-
tocols to satisfy Quality of Service (QoS) requirements
are also discussed in papers [9].

In this paper, we newly discuss a heterogeneous
asynchronous multi-source streaming (HAMS) model.
Here, each communication channel may support differ-
ent QoS and each peer may support different transmis-
sion rate. Packets of a multimedia content are in parallel
transmitted to a leaf peer from multiple contents peers.
Every contents peer asynchronously starts transmitting
a subsequence of the packets to each leaf peer indepen-
dently of the others. Each contents peer autonomously
selects some packets of the multimedia content by ex-
changing information on what packets they have sent
with others.

In section 2, we present a system model. In section
3, we discuss how to decompose a multimedia content
to subsequences of packets. In section 4, we discuss
the HAMS model. In section 5, we evaluate the HAMS
model in terms of throughput.

2. Multi-source Streaming (MSS) Model

We consider multimedia streaming applications [3,
7]. Applications are realized by cooperation of mul-

tiple peers by exchanging multimedia data with other
peers. Peers are interconnected in underlying networks.
A packet is a unit of data transmission in the underly-
ing network. A multimedia content is decomposed into
a sequence of packets and packets are transmitted in a
network.

First, a leaf peer sends a request of a content C' to a
contents peer. On receipt of the request, a contents peer
starts transmitting a sequence of packets of the content
C to the leaf peer. One contents peer typically supports
multiple leaf peers and transmits packets of the mul-
timedia content to each leaf peer asynchronously with
the other leaf peers. This model is referred to as single-
source streaming (SSS) model.

In order to realize the higher scalability, reliability,
and throughput, a multi-source streaming (MSS) model
is discussed [1]. Here, multiple contents peers are used
to deliver a multimedia content to each leaf peer. Let
CP¢ be a set of contents peers CPy,...,CP, (n > 1)
of a content C. Let LP¢ be a set of leaf peers LP, ...,
LP,, (m 2> 1) which request a content C. Multiple con-
tents peers CP,, ..., CP, send packets of the content
C to a leaf peer LP, [Figure 1]. Let CL;, shows a log-
ical channel between CP; and LP,. A channel CL;,
is characterized in Quality of Service (QoS), bandwidth
bw,, delay time dl;;, and packet loss ratio pl;,.

© : contents peer.
@ O : leaf peer.

Figure 1. Multi-source streaming model.

3. Packet Distribution to Multiple Channels

Suppose contents peers CPy, ..., CP, (n > 1) send
packets of a content C to a leaf peer LP,. A packetisa
unit of data transmission in an underlying network. In
CP;, a content C is decomposed into a sequence pkt =
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(t1, ..., t) of packets. Then, CP; transmits the pack-
ets in the network. Suppose a sequence pkt = (t,, ...,
tg) of packets is obtained from a content C. Multiple
contents peers CP,y, ..., CP, transmit packets in pkt
to LP,. Each CP; transmits a subsequence pkt;; of
pkt to LP,. A union pkt, U pkt, is a packet sequence
including every packet in packet sequences pkt; and
pkta where the packets are totally ordered in the se-
quence number and no redundant packets are included.
Let pkt(t:] and pkt[t;) show a prefix (t,, ..., t;) and
postfix (t;, ti+1, ..., t;) of a packet sequence pkt, re-
spectively.

The larger bandwidth bw;, a channel CL;, implies,
the more number of packets are transmitted through the
channel CL;;. |pkts| 2> |pkt;s| if the bandwidth bw;,
from CP; to LP,; is larger than the bandwidth bw;, of
another C'P;. Next, we discuss which packets each con-
tents peer CP; transmits to LP;. In the single-source
streaming (SSS) model, one contents peer sends a se-
quence t3, ta, ... of the packets to the leaf peer as shown
in Figure 2a. In our multi-source streaming (MSS)
model, each of CP;, CP,, and CP; transmits differ-
ent packets of the content C from others as shown in
Figure 2b. Each CP; transmits packets at rate propor-
tional to the bandwidth bw;,. The fastest contents peer
CP, transmits four packets t;, to, t4, and ts, the sec-
ond fastest contents peer C P, transmits t3 and g, and
the slowest contents peer C'Pj transmits t7 to LP;, i.e.

pkt1s = (t1, t2, ta, t5, ...), Pkt2s = (t3, tg, ... ), and
pktss = (tz, ...). Here, |pkty,| : |pktas| : |pktss| =
4 : 2: 1. First, LP, receives the top packet t; from

CP,. Here, LP,; delivers t;. Then, LP, receives a pair
of packets t; and t3 from CP; and CP;, respectively,
at the same time. LP; delivers tp and t3. Then, LP,
receives t4 from CP;. LP; delivers t4 without wait-
ing for other packets since every packet preceding ¢4
has been delivered. On receipt of ¢7 from the slowest
contents peer CP;, LP, delivers i3, tg, and t;. Here,
a subsequence (ti, ..., t7) of packets is referred to as
segment. The next segment is (ts, ..., t14). Since pack-
ets are in parallel transmitted by CP,, CP;, and CP;,
the transmission time can be reduced.

cp, --[3][] () (5] (2] () — ee,

a. SSS model.

b. MSS model.

Figure 2. Transmission of packets.

Data transmission in each channel C'L;, from a con-
tents peer CP; to a leaf peer LP, is modeled to be a
sequence of time slots CL},, CLZ,, ..., CLS where
the kth packet t, in a subsequence pkt;, = (t“, 2
.ovy B54) can be transmitted in the kth time slot CLE

(k =1, ..., ¢;) where ¢; is the number of packets in
pktis. Figure 3 shows time slots of the channels CL;,,
CPy,, and CLg3,, where 41y, = 279, = T34 since bwy,
: bwg, : bws, =4: 2: 1. The larger the bandwidth
bw;, of CL;, is, the shorter each CLX is. The size
Tis [msec] shows the transmission time of a packet in
CL;, with inter-packet gap. Let st(CL ) and et(CLY,
show when C P, starts and finishes transmitting the kth
packet in pkt;,, respectively. First, st(CLY,) is defined
to be 0 for every C L. Then, et(C’L"“) = st(CL¥,
+ Tig. st(C'Lk“) = et(CL ). Here, a time slot C'L"
precedes another CL%, (CLY, — CL!,) if et(CLY) <
et(CL 7s)- Let CL be a set of all the time slots in CL;,,
CL,,, A time slot CL in CL is initial iff there is
no time slot CL’ such that CL’ precedes CL (CL' —
CL)inCL.

~— time 4, 3y, 2y, 1,

A A AR ] CcL,

2t,, Tse i)

ci, | o | ok |ct.
|

Tae (i}
cri | CLL, | CL,,

Figure 3. Time slots.

Packets in a packet sequence pkt are allocated to
time slots of the set CL = {CLys, ..., CLys}:
[Allocation of packets] For each packet ¢ in a packet
sequence pkt (k=1,...,1),

1. Find an initial time slot CL such that st(CL) >
st(CL') for every initial time slot CL’ in CL.

2. Allocate the packet ¢; with the time slot CL.

3. Remove the time slot CL from CL.

Let us consider the channels CL,,, CLy,, and CL3,
shown in Figure 3. Each channel C'L;, is modeled to
be a sequence of time slots, CL,‘,, CL%,...,CL§ for
i=1,23ie CL= {C’L,o, cLg, ..., CL§ | i=
1, 2, 3}. The time slots in CL are partlally ordered
in the precedent relation —. According to the packet
allocation algorithm, the initial time slot CL1, is first
selected and the top packet ¢, in the sequence pkt is
assigned with CL},. CL1, is removed from CL. Next,
there are a pair of initial time slots CL?, and CL},.
Here, st(CL2,) > st(CL3},) since the channel CLy; is
faster than CLa, (bwy; > bws,). CL3, is taken for the
second packet t2. C L2, is removed from CL. Then, the
initial time slot CL3, is taken for t3. Thus, packets are
assigned with time slots as shown in Figure 2b.

4. HAMS Model

4.1. Asynchronous coordination

Itaya et al. [1] discussed the asynchronous approach
to synchronize transmission of packets from multiple
contents peers. In the asynchronous coordination, each
CP; independently starts transmitting packets of the
content C on receipt of a content request from a leaf
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peer LP,. While transmitting packets to LP;, each
contents peer exchanges the control packets on which
content packets have been sent and information on the
bandwidth of a channel between the contents peer and
the leaf peer.

4.2, Data structure

Each content packet ¢ is identified by a unique se-
quence number £.5Q in a packet sequence pkt. It is
noted that each contents peer sends content packets to a
leaf peer but the sequence numbers of the content pack-
ets may be gapped because each contents peer does not
send every packet. Each contents peer CP; perceives
C'P; to be active if CP; receives a control packet from
CP;. Otherwise, CP; perceives CP; to be dormant.
Here, VW; shows a view of CP;, i.e. a subset of con-
tents peers which CP; perceives to be active. VW is
realized in a bitmap (W4, ..., V;,) where V; = 1 if CF;
perceives CP; to be active, otherwise V; =0 (j = 1,
..., n). Here, VW,.V; shows the jth bit V; in VW,
|[VW;|is [{CP; | VW;.V; = 1}, i.e. the number of ac-
tive contents peers which CP; perceives. In each CF;,
the following variables are manipulated to send content
packets (j=1,...,n):

¢ SQ; =sequence number of a content packet where
CP; knows that C'P; has sent every content packet
t where £.5Q < SQ; to LP,, initially 0.

o VW, =view (V1,..., V) of CP;.

e MVQji = sequence number of a content packet
where C'P; has known that CP; sent every data
packet ¢ where t.5Q < MV Qy, initially 0.

o MVQ={MVQjk|j k=1,...,n}.

o MinMVQ; = sequence number where CP; has
known that every active contents peer sent every
content packet ¢ where t.5Q < MinMVQ;.

e MinMVQ = min(MinMVQ,, ceos
MinMVQy).

e BW; = bandwidth of C P; which CP; knows.

The contents peer CP; knows that every CP; has
transmitted every content packet ¢ where t.5Q <
MinMVQ. “MVQ;, = T” means that CP; does not
perceive C P, to be active. MinMVQ; = min(SQ,,
...»8Qy). Each control packet ¢ sent by C P; carries in-
formations; ¢.SQ = vector of sequence numbers (SQ;,
..., SQn) where each SQ; is a sequence number of
a content packet most recently sent by a contents peer
CP; which CP; knows, c.VW = view VW; of CF,,
and ¢. BW = bandwidth BW; of CP;.

4.3. Transmission of content and control packets

Every active contents peer knows that every content
packet ¢ where £.5Q < MinMV Q) has been surely sent
by some contents peer. Here, even if CP; had not sent
some packet ¢ where t.5Q < MinMVQ, CP; does not
need to send ¢ since ¢ has been surely sent by another
contents peer. Here, C'P; can only send a content packet
t where t.5Q > MinMVQ. Let MazBW show the

maximum one in MaxzBW4, ..., MaxBW,. CPF; is
assumed to know the maximum bandwidth MezBW;
ofevery CP; (j=1,...,n).

The faster contents peer CP; is, the more number
of packets CP; transmits. The number of packets to
be sent by each CP; should be decided to be propor-
tional to the bandwidth BW;. BW; may change due
to congestions of the communication channel and over-
load of C'P,. It spends computation and communication
resource to reallocate packets to each contents peer each
time the bandwidth of some contents peer is changed.
In order to reduce the overhead of the packet allocation,
the contents peers are classified with respect to BW; (<
MazBW;) in each CP; as follows:

[Classification of contents peers]

1. CP; is classified into a class 0 if BW; =
MazBW,

2. CP; is classified into the class k if 2%+ >
BW;/MazBW >27F (k> 1).

Let K be the total number of classes of the contents
peers. Let class(C P;) denote a class of a contents peer
CP,(e{0,1,...., K—1(K>1)}). LetCrbea
set of contents peers of aclass k (k=0, 1, ..., K —
1). If there are multiple contents peers in each class
k, the contents peers in Cy, are sorted in an ascending
order of the identifiers. Let CPNj (> 0) be the num-
ber |Cy| of active contents peers in a class k (< K).
For each class k, there is a sequence BK}, of buckets
BKjyo, BKgi, ..., BKje, (cx = CPN; — 1). Each
bucket By; (i=1, ..., ck) includes CPNy (> 1) of con-
tent packets, where one content packet from each active
contents peer of a class k. Let MazSQ shows the se-
quence number of the last content packet. For the se-
quence number IniSQ of some content packet, content
packets in a postfix (¢14i5Q, t1niSQ+1, - - - » tMazsQ) Of
the sequence pkt are allocated to the buckets as follows:
[Packet allocation PAlloc(IniSQ, K, MaxSQ)]

ci=b;=0foreveryi; k:=0;

for t;, in pkt

(h=1IniSQ, IniSQ+1, ..., MazSQ){
store tj, in the bucket BKs, ; o :=cr + 1;
if cx > CPN{bg =b+1;
ifk=K—-1,k:=0;
else if by iseven, k ==k + 1;
elseifk>0,k=k—-1;}}

According to the packet allocation algorithm
PAlloc(IniSQ, K, MaxzSQ), content packets are first
allocated to buckets of the fastest channel. Lastly, con-
tent packets are allocated to the slowest one. Here, a
subsequence of the content packets allocated is a seg-
ment. Initially, IniSQ = 1. If VW; is changed, con-
tent packets are reallocated to the buffers. A contents
peer CP; takes a sequence BKj, = (BKyo, BKk;, ...,
BKj., ) of buckets if k = class(CP;). If CPN =1,
each bucket in BK}, includes one packet. CP; sends
a content packet for each bucket BK,. (r=0, 1, ...,
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ck). If CPN > 1, CPN; of content packets are in-
cluded in each bucket since each of C PN} active con-
tents peers in the class k sends one content packet in
each bucket. Content packets in each bucket are sorted
in the sequence number. The contents peers in Cy, are
sorted in the identifies. C P, takes the vth packet in ev-
ery bucket in BK}, if CP; is the vth in Cy.

By exchanging control packets among the contents
peers, each contents peer CP; detects whether every
other contents peer is active or dormant. A control
packet c sent by CP; carries the view c.VW (= VW;)
to CP;. CP; has a consistent view VW; iff VW; =
VW; for every CP; such that VW,.V; = 1. Even if
another C P; perceives C Py, to be active, C' P; may per-
ceive C' Py to be dormant since CP; has not received
any control packet from C Py.

{View change] Each time VW, changes from inconsis-
tent state to consistent state, C'P; changes the transmis-
sion procedure as follows:
1. Every content packet ¢ where t.5Q > IniSQ
in pkt is allocated to the buckets BKy, BKj,
..., BKg_y according to the PAlloc(IniSQ, K,
MazSQ).
2. CP; sends content packets from the buckets in the
bucket sequence BK, where k is a class of CP;.

Even if some number of contents peers are dormant,
the other active contents peers can deliver every data
of a multimedia content to a leaf peer as presented in
the preceding subsection. However, if more number
of contents peers get dormant, the leaf peer cannot re-
ceive some content packets. Hence, a collection of ac-
tive contents peers reallocate content packets to buck-
ets. If VW, is consistent, every active contents peer
has the same view and bandwidth information. Next,
each active CP; has to find the sequence number SQ
of the content packet on which every active contents
peer makes an agreement. As discussed, every content
packet t where £.5Q < MinMVQ is surely sent by
some contents peer. However, MinMV Q) may not be
the same in every active contents peer. Hence, we take
the following action in each CP;:

. Every CP; in VW; is classified to a class

class(C P;) by the classification algorithm. M :=
K L2K=1-kC'PNy.. M gives the size of a seg-
ment.

2. CP; takes a content packet s named synchroniza-
tion point, where £.5Q = yM such as an integer
that yM < MinMVQ@Q < (v + )M.

3. IniSQ is a sequence number s.5Q of a synchro-
nization point s. CP; reallocates every content
packet ¢ where ¢.5Q > IniSQ to the buckets by
PAllec(IniSQ, K, MaxzSQ).

Suppose CP; takes the synchronization sequence
number IniSQ;. Content packets where sequence
numbers are larger than or equal to IniSQ; are real-

located to buckets according to the PAlloc(IniSQ;, K,
MazSQ). Here, in another CP;, IniSQ; # IniSQ;.
A condition |[IniSQ; — IniSQ;| = a-M surely holds
for some integer constant o (> 0) and every pair of CP;
and CP;. Suppose IniSQ; < IniSQ;. CP; allocates
every content packet ¢ where t.5Q > IniSQ; by the
PAlloc(IniSQ;, K, MazSQ). Every packet ¢ where
t.5Q > IniSQ); is surely allocated to the buckets in
CP; in a same way as CP; because M content pack-
ets are a unit of packet allocation. In Figure 2, M =
7. Hence, t4, ts, t15, ... can be synchronization points.
Thus, each CPF; reallocates packets to buckets in the
same way even if some packets which have been sent
by another contents peer might be transmitted again.
L P, continuously receives packets from active contents
peers without packet loss while the membership and
performance of contents peers are changed.

5. Evaluation

We evaluate the HAMS model compared with the
SSS model and the AMSS model. In this evaluation,
three contents peers CP,, C P,, and, C P; transmit con-
tent packets of a multimedia video content C of one
Gbytes to a leaf peer LP,. We assume that the delay
time of each channel CL;, between a pair of CP; and
LP; is reliable and constant (i = 1, 2, 3). On the other
hand, each channel CL,, between CP; and LP, may
support different bandwidth bw;;. We consider three
configurations cl, ¢2, and ¢3 of channels CL,,, CLo,,
and CL3, with the ratio |bwy,| : |bwg,| : |bwss| =4 :
2:1,2:2:1,and 1: 1: 1, respectively [Figure 4].
The minimum bandwidth is denoted by 1 which means
10 [Mbps] in each configuration.

Figure 4. Configurations.

In the evaluation, a peer is realized in one process
and processes are interconnected with logical chan-
nels in one computer (DELL Precision 650 with Linux
2.6.11-kernel OS, dual Intel Xeon 2.0 GHz CPU, and
1.5 GB main memory). Each CP; transmits some num-
ber of packets for one time unit. The transmission rate
[packet/time unit] of CP; is given by 1/BW;,. One
content packet is 500 bytes long. CP; transmits con-
tent packets of the video contents to a leaf peer LP;.
In the SSS model, one contents peer sends all the con-
tent packets to L P, through the fastest channel in each
configuration. In the AMSS model, each contents peer
transmits content packets at the same rate. The rate is
decided by the minimum bandwidth 10 [Mbps] in every
channel. Each C P; transmits content packets at the rate
of the channel C'L;, in the HAMS model.
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Figure 5 shows the configuration c1. About 70 %
of the throughput is increased in the HAMS model for
the SSS model since at most 70 [Mbps] rate is taken in
the HAMS model while 40 {Mbps] in the SSS model.
However, about 20 % of the throughput is decreased in
the AMSS model since only the minimum bandwidth
bws,, i.e. 10 [Mbps] of the slowest channel CLg; can
be used in each channel. Figure 6 shows the config-
uration c2. Here, both the HAMS and AMSS models
imply the higher throughput than the SSS model. In
the AMSS model, three channels are used to in paral-
lel transmit content packets and the total bandwidth 30
[Mbps] used in the channels is larger than 20 [Mbps]
of the fastest CL;;. Figure 7 shows ¢3. Here, the
HAMS and AMSS models support the same through-
put. The HAMS and AMSS models imply three times
higher bandwidth than the SSS model.

The AMSS model can support the higher through-
put than the SSS model for the configurations c2 and
¢3 but the lower for cl. In c3, the AMSS and HAMS
models support the same throughput since every chan-
nel supports the same bandwidth. In conclusion, the
HAMS model can support multimedia streaming appli-
cations with the high throughput in heterogeneous en-
vironment.

6. Concluding Remarks

In this paper, we newly discussed the heterogeneous
asynchronous multi-source streaming (HAMS) model
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Figure 7. Ratio of number of packets (c3).

for transmitting continuous multimedia contents from
multiple contents peers to a leaf peer. The peers may not
support enough computation power to distribute con-
tents and enough QoS may not be supported in net-
works. In addition, each channel between contents
peers and leaf peers may support different QoS. While
transmitting content packets to leaf peers and exchang-
ing control packets among contents peers, every active
contents peer sends a different subsequence of content
packets from the other contents peers to a leaf peer. In
the evaluation, we showed that the HAMS model im-
plies high-performance communication than the AMSS
model [1] and the SSS model.
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