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Abstract

In traditional hierarchical group protocols, each subgroup communicates with another subgroup through a single
gateway communication link, A gateway communication link among subgroups implies performance bottleneck
and a single point of failure. In order to increase the throughput and reliability of inter-subgroup communication,
messages are in parallel transmitted in a striping way through multiple channels between multiple processes in
the subgroups. We discuss a striping multi-channel inter-subgroup communication protocol (SMIP). We evaluate
SMIP in terms of stability of bandwidth and message loss ratio.

1. Introduction

Multimedia messages are exchanged among peer
processes in distributed applications like teleconfer-
ences, video on demand, and video surveillance systems
in peer-to-peer (P2P) overlay network [12]). Each appli-
cation requires a system to support quality of service
(QoS) like bandwidth, delay time, and packet loss ratio.

Traditional communication protocols like TCP [5]
support processes with reliable and efficient one-to-one
and one-to-many transmission of messages. Recently,
multiple connections are used to in parallel transmit
messages from a process to another process in network
striping technologies like SplitStream [3] in order to in-
crease the throughput. SplitStream [3] is a system to
distribute contents with high-bandwidth over peer-to-
peer (P2P) overlay network. The multimedia content
is striped and distributed using separated multicast trees
with disjoint interior nodes.

In group communications, a group of peer processes
are cooperating by exchanging messages while pro-
cesses not only send messages to but also receive mes-
sages from multiple processes [1]. Various types of
group communication protocols [1, 14] are discussed to
causally deliver messages. The communication over-
head is O(n) to O(n?) for the number n of processes in
a group. Here, every process directly sends a message
to multiple destination processes while receiving mes-
sages from multiple processes in a group. In order to
reduce the communication overheads, a gossiping pro-
tocols [7] are discussed. Here, each process forwards a
message to processes randomly selected. Even if mem-
bership is changed, the message can be eventually de-
livered to all the processes. However, the delivery time
to all the processes cannot be fixed. In another hier-
archical group approach, a group is divided to smaller
subgroups. Each process exchanges messages with pro-
cesses in other subgroups only through one gateway

process. Taguchi et al. [14] discuss multi-layered group
protocols which adopt a vector clock whose size is the
number of processes in a subgroup. In Totem [10], mes-
sages are ordered by using the token passing mecha-
nism. The protocol cannot be adopted for a large-scale
group due to delay time to pass a token in rings. The
authors [11] discuss how to design a hierarchical group
from a large number of processes by using the k-medoid
clustering algorithms [6] so as to minimize the average
delay time between processes.

In these hierarchical protocols, a gateway process
in one subgroup exchanges messages with other sub-
groups. Each gateway process implies not only perfor-
mance bottleneck but also single point of failure since
every inter-subgroup message passes the gateway. In
this paper, we discuss a hierarchical group where a pair
of subgroups are interconnected through multiple chan-
nels among multiple processes in the subgroups to real-
ize parallel, reliable network striping [3].

In section 2, we discuss a model of a hierarchi-
cal group. In section 3, we discuss the striping inter-
subgroup communication protocol. In section 4, we
evaluate the inter-subgroup communication protocol in
terms of bandwidth, message loss ratio and delay time
compared with the one-to-one communication.

2. Hierarchical Group

A group of multiple peers are cooperating by ex-
changing messages in order to achieve some objectives.
In the one-to-many communication, each message is
reliably routed to one or more than one process. On
the other hand, a process sends a message to multiple
processes while receiving messages from multiple pro-
cesses in group communications [1,3]. Here, a message
my causally precedes another message my (my, — my)
if and only if (iff) a sending event of message m; hap-
pens before [8] a sending event of message m;. If p;
sends ma to p; after receiving mj, m; causally precedes



my (my — m3). A common destination process p3 of
my and m; is required to deliver m; before m). Linear
clock [8] and vector clock [9] are used to causally de-
liver messages in distributed systems.
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Figure 1. Hierarchical group. )
In a flat group, every pair of peer processes di-

rectly exchange messages. Most group protocols [1]
are discussed for flat groups with the vector clock. Due
to computation and communication overheads O(n) to
O(n?) for the total number » of processes in a flat group
with the vector clock, a large number » of processes can-
not be supported. In addition, it is difficult to maintain
the membership. First, processes in a group G are par-
titioned into multiple subgroups. There is one roof sub-
group G which is connected with subgroups Gi,...,Gx
(k 2 1). Then, each subgroup G; is furthermore con-
nected with subgroups Gj ...Gi,(k; 2 0) as shown in
Figure 1. Here, a subgroup G; is referred to as a parent
of a child subgroup G;;. In a hierarchical group [14],
every pair of a parent subgroup G; and a child subgroup
Gij communicate with one another through one gateway
link as shown in Figure 2a.

3. Striping Inter-subgroup Communication
3.1. Inter-subgroup communication

In order to increase the performance and reliability
of inter-subgroup communications, we newly discuss a
Striping Multi-channel Inter-subgroup communication
Protocol (SMIP). Here, every pair of parent and child
subgroups communicate with one another through mul-
tiple channels as shown in Figure 2b. A gateway process
pij in a subgroup G;; communicates with a parent sub-
group G; and child subgroup Gijs. Gateway processes
communicating with a parent G; and child G;j; are up-
ward and downward gateway processes, respectively, in
Gij [Figure 2]. Each process can be both types of gate-
ways. A process is referred to as normal iff the process
does not play a role of gateway. In this paper, we as-
sume each process broadcasts every message to all the
processes in a group :

1. Each process sends a message m to every process
in a local subgroup Gj;.

2. Anupward gateway forwards m to downward gate-
ways of parent subgroup G;.

3. A downward gateway forwards m to upward gate-
ways in child subgroups Gjji,... Gijky;-

In each subgroup, a process delivers messages to all
the processes by using its own synchronization mecha-
nism like vector clock [9] and linear clock [8]. In the

Q. gateway process
QO : normal process
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Figure 2. Inter-subgroup communication.

paper [14], it is discussed how to resolve the unneces-
sary ordering of messages in a hierarchical group.

In order to increase the performance and reliability of
the inter-subgroup communication, a pair of parent and
child subgroups G; and G;; communicate through mul-
tiple channels with multiple gateways. That is, a pair of
subgroups communicate in the many-to-many type of
communication among gateways. Here, let us consider
a subgroup G; and its child subgroup G;;. Downward
gateways in G; are communicating with upward gate-
ways in a child G;; in the many-to-many communication
as shown in Figure 2b.

Suppose gateways in G; send messages to gateways
in another Gj;. A gateway which sends a message to
another gateway is a source gateway of the message.
On the other hand, a gateway which receives a message
from another gateway is a destination gateway. In our
approach, multiple gateways in G; forward messages to
gateways in G;

3.2. Striping multi-channel communication

Suppose a process in a subgroup G; would like to
send messages to gateways in another subgroup G;. In
this paper, we take the following inter-subgroup trans-
mission protocol from G; to G, :

1. A process pj; is taken as a source gateway in G;.

2. On receipt of a message in G, the gateway p;; for-
wards the message to some process, say pji; in G;.
Here, pjy; is a destination process of G;.

3. On recept of messages, the process p;;, forwards
the messages to the destination gateways in G ;.

4. If the channel between p;s and pj,, might not sup-
port enough QoS, the source gateway p;; takes an-
other process pj, as a gateway in G;.

5. The source gateway p;s in G; sends different mes-
sages to destination gateways pj, and pj, in G;.
The process p;s distributes messages to pj, and
Pjry S0 that both the channels with pj,, and p, sat-
isfy the QoS requirement.

6. The larger bandwidth is required, the more number
of destination gateways are taken in G;. p;; sends
messages to the destination gateways in G;.

Messages are transmitted in a channel between a pair
of gateway processes by the congestion control algo-
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Figure 3. Three window parameter of SMIP.

rithm used in TCP [5]. In SMIP, a pair of subgroups
G; and G are interconnected with many-to-many types
of channels. Even if a channel is faulty or does not sup-
port QoS requirement, G; and G; can communicate with
enough QoS through other operational channels. Here,
the network traffic can be distributed to multiple chan-
nels and the other channels compensate the degradation
of QoS of some channel.

Messages are transmitted in each channel ¢ between
a pair of source and destination gateways through the
congestion control algorithm, the additive increase and
multiplicative decrease (AIMD) algorithm used in TCP
[5]. Here, two parameters, congestion window size
(cwndy) and receiver window size (rwndy) are used for
each channel ¢;.

The source gateway p;, in a subgroup G; sends mes-
sages to a destination gateway pj,, in another subgroup
G; through a channel cy(k = 1,...,J). In each channel
ckx to a gateway process pj,, the gateway process pis
sends messages to pj, according to the congestion con-
trol algorithm [13]. The algorithm is composed of the
following two phases :

1. Slow start phase : p;; sends messages by expo-
nentially increasing the transmission rate. Here, a
variable ssThresh shows the rate at which message
loss occurs.

2. Congestion avoidance phase : p;; sends messages
to pjy, initially at transmission rate ssThresh/2 and
then by linearly increasing the transmission rate.

In our protocol, each gateway process transmits mes-
sages by using two types of queues, an application
transmission queue XQ and local transmission queues
XO0,...,X0Qy as shown in Figure 3. The parameter
qwnd shows the requirement window size, i.e. the num-
ber of messages in the application transmission queue
X0. ,

Each destination gateway process pj, notifies the
source gateway p;; of the parameter rwndj which shows
the receiver windows size, i.e. the number of messages
which pj, can receive.

The variable cwnd), shows congestion window size,
i.e. the number of messages to be transmitted through
the channel c;. Initially, cwndy = 0 in the slow start

phase. cwndj, is incremented by one, i.e. cwnd) = 1.
The source gateway p;s sends one packet in Xy to
Pjy, through the channel ¢, and waits for receipt of
an acknowledgment message from p;;,. On receipt of
an acknowledgment message, cwndj is incremented by
one and wndj, = min(cwndy, rwndy,qwnd). The variable
wnd, gives the number of messages which p;; can send
to pjy,. The number wnd), of messages are moved to the
local queue XQ,. Then p;s sends the number wndj of
messages to pj,. Thus, the transmission rate is expo-
nentially increased. Eventually, messages are lost due
to the buffer overrun. If p;; detects message loss on re-
ceipt of the acknowledgment message, cwnd, is decre-
mented to be ssThresh/2. Then, the congestion avoid-
ance phase is started. If p;; detects packet loss by the
timeout mechanism, cwndj; = 1 and the slow start phase
is restarted.

In the congestion avoidance phase, p;; sends the
number cwndy (= ssThresh/2) of messages. On receipt
of an acknowledgment message, cwndj, := 1/cwndy and
wnd = min(cwndy,rwndy,qwnd). Then, p;; sends the
number wndj; of messages to pj,. If message loss is
detected, the transmission rate is decreased as presented
in the slow start phase.

In our protocol, the source gateway p;s sends in par-
allel messages through multiple channels. If the tradi-
tional congestion control algorithm is adopted for each
channel, message loss occurs in each channel since the
transmission rate is monotonically increased while no
message loss in another channel. In SMIP, the transmis-
sion rate of each channel is more slowly increased to
reduce the message loss. The application process puts
messages to the application queue XQ at the rate of the
application, e.g. 30Mbps for video transmission. gwnd
is incremented each time a message is enqueued into
XQ. Thus, gwnd shows the application rate. Messages
in XQ are distributed to the local transmission queues
X0,,...,X0;. In our protocol, the top wndy messages in
the application queue XQ are atomically moved to each
local transmission queue XQy if XQy is empty. Thus,
the messages in XQ are arbitrarily distributed to the lo-
cal queue XQ\,...,XQ;. For each channel ¢, messages
are transmitted as follows :

1. On receipt of a packet 7 from an application :
the packet ¢ is enqueued into XQ;
qwnd = qwnd +1;

2. Slow start phase at a channel c;:

Initially, cwndj = 1;
wndj, := min(cwndy, rwndy, qwnd);
gwnd := qwnd — wndy;
The number wndj; of messages in XQ
are moved to XQx.
send messages from X0y
On receipt of an acknowledgment message,
if no message is lost,
if gwnd =0,
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Figure 4. Stability of bandwidth.

ssThresh .= ewndy[2;
cwnd), = ewndy % 0.9;
else cwndy = ewnd), + 1,
else /* message loss */
ssThresh = ewndy[2;
Congestion avoidance phase is started;
3. Congestion avoidance phase at a channel ¢y :
wndy = min(cwndy, rwndy, gwnd);
gwnd := gwnd — wndj;
The number wndj, of messages in XO
are moved to XOy;
send messages from XQ;
On receipt of an acknowledgment message,
if no message is lost,

cwndy. = 1/cwndy;
ssThresh .= max(ssThresh,
cwnd[2);

else /* message loss */
ewndy .= ssThresh;

Congestion avoidance phase is restarted;

4. Packet loss is detected by timeout :
ssThresh :=0;
Slow start is started;

4. Evaluation

We evaluate SMIP in terms of the stability of band-
width, the message loss ratio, and the delay time com-
pared with the traditional one-channel transmission pro-
tocol like TCP. In the traditional one-to-one commu-
nication approach, protocols at a lower layer than the
transport layer are used to support QoS required by ap-
plications. In our striping multi-channel approach, QoS
is supported on the end-to-end basis with QoS control
at the transport layer. In the simulation, the bandwidth
of the network channel is bounded to be 30Mbps by
the evaluation tool although the channel support larger
bandwidth. 30Mbps means the transmission speed of
the digital video (DV) data.

A source gateway process in a subgroup Gy is real-
ized in a computer Dell Precision 530 with dual Intel
Pentium Xeon 1.8Ghz and 1.5GB memory on Linux

a. One-to-one b. SMIP

o : pateway O : normal process
Figure 5. Data transfer arrangement.
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Figure 6. Message loss ratio.

2.6.10. Four destination gateway processes in a sub-
group G; are realized in HP Proliant BL10e blade
server with Intel PentiumM 1Ghz and 512MB mem-
ory on Linux 2.4.26. These gateways are interconnected
through a computer HP Proliant DL 145 with dual AMD
Opteron 2.2Ghz and 2GB memory on Linux 2.4.21
named NISTnet router where NISTnet [2] is installed.
The delay time between source and destination gateway
processes is emulated to be 40 milliseconds by using the
NISTnet.

In the evaluation, the source gateway sends multi-
media like DV data with 30Mbps. The NewReno al-
gorithm [4] of TCP is used for transmitting messages
in each channel. The data transmission procedure of
TCP is emulated over UDP/IP. Figure 4 shows the strip-
ing multi-channel way supports more stable transmis-
sion than the one-channel way. In SMIP, the bandwidth
of 30Mbps can be continually supported. However, the
bandwidth supported by the traditional one-channel pro-
tocol is not so stable that the DV data cannot be trans-
mitted. Even if QoS is degraded in a channel, messages
which cannot be transmitted in the channel can be trans-
mitted through the other channels in SMIP,

Next, we measure the message loss ratio. In the tra-
ditional way, one gateway in G; communicates with one
gateway in G; [Figure 5a]. The inter-subgroup com-
munication from / gateways to / gateways is denoted
by SMIP-/. Figure 5b shows SMIP-3. Each pair of
gateways are interconnected in the 100Mbps Fast Eth-
ernet. Each of normal processes and gateways is real-
ized in an HP Proliant BL10e blade server with Intel
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Figure 7. Delay time.

PentiumM 1Ghz and 512MB memory on Linux 2.4.26.
Gateways are interconnected through a computer HP
Proliant DL145 with dual AMD Opteron 2.2Ghz and
2GB memory on Linux 2.4.2]1 named NISTnet router
where NISTnet [2] is installed. The delay time of a pair
of the subgroups between G; and G; is emulated to be 40
milliseconds by using the NISTnet. Figure 6 shows the
message loss ratio for the bandwidth for each gateway
for the traditional one-to-one and SMIP-3. In SMIP, no
message is lost. In Figure 6, k¥ [Mbps] means each of
three gateways sends messages at rate k/3 [Mbps]. On
the other hand, the message loss ratio is increased as the
transmission bandwidth of each gateway is increased.
Finally, we measure the delay time. We take a same
environment as discussed in message loss ratio. Figure
7 shows the delay time for the bandwidth for each gate-
way for the traditional one-to-one protocol and SMIP-
3. On the other hand, the delay time is increased as the
transmission ratio of each gateway is increased.

5. Concluding Remarks

We discussed the hierarchical group. In order to
improve the reliability and throughput of the inter-
subgroup communication, a pair of parent and child
subgroups are interconnected through multiple chan-
nels between multiple gateway processes in the sub-
group. We discussed the congestion control algorithm
for striping inter-subgroup communication. In the eval-
uation, we showed that the hierarchical group supports
the shorter delay time and the fewer number of mes-
sages than the flat group. In addition, we showed that
SMIP can support the higher stability of the bandwidth
and the smaller message loss ratio compared with the
traditional protocol.
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