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Text Mining in Action: Early Alerting of Disease
Outbreaks
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Abstract: Public health disasters involving the spread of disease such as SARS 2002 and Influenza A H1N1 2009
graphically depict the danger of a global pandemic and the key role of surveillance. Traditionally governments and
agencies have used indicators such as over-the-counter sales of medicines and general practitioner surveys as early
warning systems together with notifications from the World Health Organisation. Recently though a new class of sys-
tem is becoming available based on detection from digital Internet media such as news and microblogs. At the heart of
these automated information gathering systems is text mining technology. The contribution of this paper is to provide a
brief overview of the history and role of such systems with particular emphasis on the BioCaster project at the National
Institute of Informatics in Japan.

1. Background
Public health surveillance involves the early identification, as-

sessment and verification of potential public health hazards and
the timely dissemination of alerts to appropriate stakeholders.
Among the types of methods available, event surveillance tech-
niques emphasize sifting through large volumes of dynamically
changing unstructured data such as news reports and government
bulletins. Such sources are abundantly available, rapidly updated
and freely accessible on the World Wide Web. In most countries
though only a few highly trained professionals are available to
do this task. Text mining technology [1] has naturally come to
be applied to this task [2] since the burden of information over-
load poses severe restrictions on scarse human resources. Text
mining aims to develop high performance algorithms for convert-
ing unstructured textual data to a machine understandable format.
Computer systems can then perform analysis and deliver results
in customised forms depending on the user’s interest and require-
ment. Such systems though tend to be specialised and therefore
are not perhaps as well known as more traditional business in-
telligence or biomedical text mining systems. This paper seeks
to provide an outline of the technology being applied, pointers
to active and historical systems, and an overview of one com-
plete system that I and my colleagues developed at the National
Institute of Informatics in Japan. This system, BioCaster, is in
operational use by the public and international agencies around
the world.

2. Survey
As shown by Hartley et al.’s survey paper [3], event-driven

surveillance systems are now widely used by national and trans-
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national public health organisations such as the World Health Or-
ganisation (WHO), the Centers for Disease Control and Preven-
tion (CDC) and the European Centre for Disease Prevention and
Control (ECDC), Public Health Agency of Canada (PHAC) and
many other agencies. In November 2002 at the start of the SARS
epidemic, the GPHIN system [4] at Public Health Canada was
among the earliest, along with the ProMED-mail network [5], to
provide early warning of the impending SARS pandemic. During
the Influenza A H1N1 pandemic in 2009 a number of systems
are credited with the timely discovery of early events including
MedISys [6], HealthMap [7] and BioCaster [8]. Tools such as
Riff from Instedd [9] were used to enhance decision support by
integrating signals from virtual teams of experts with multiple
streams of data from EI systems such as EpiSpider [10], SMS
messages and electronic medical records in OpenMRS. Addi-
tionally the MEDCollector system also aims to integrate multi-
ple Web-based sources [11]. Of research interest are two early
systems: Proteus-Bio [12] and MiTaP [13]. Having timely and
well informed information helps governments to take the right
actions to reduce the length and severity of an infectious disease
outbreak. This information is important not only for pandemic
influenza but also for many other diseases such as measles and
mumps as well as more exotic diseases like chikungunya.

The challenge for text mining technology is to provide accu-
rate interpretations of real world situations from facts that maybe
vague or scattered throughout several reports. Ambiguity caused
by a range of factors complicates the analysis. For example, the
name of a location such as Camden could refer to several towns
or cities throughout the world including locations in the UK, Aus-
tralia and the USA. Toponym grounding is only part of the prob-
lem however. Other challenges include:
• Temporal grounding: identifying when the event took place

can sometimes be surprisingly difficult, e.g. when an article
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talks about the historical background to a pandemic it may
discuss the Spannish Flu of 1918.

• Entity grounding: whilst new vocabulary for disease names
grows at a relatively slow rate, there is a significant prob-
lem with metaphoric terms such as Obama fever which cause
confusion for automated systems.

• Variant transliterations: there is often considerable varia-
tions in transliterated place names particularly for Arabic,
e.g. Tajoura, Tajura, and Tajoora.

• Coreference resolution: this is necessary to resolve both en-
tities and quantities such as the number of victims. For ex-
ample consider the following two statements that might ap-
pear in different news reports: (a) Two British holidaymak-
ers fell ill, and (b) Two male pensioners died. To fully un-
derstand that the count of victims was 2 and not 4, British
holidaymakers needs to be resolved with male pensioners,
and the relationship between being ill and dying also needs
to be explicated.

• Vagueness: catching outbreaks as early as possible requires
systems to make decisions with vague reports of mystery ill-
nesses. In such cases other evidence such as the severity of
the disease or the number of victims or the speed of trans-
mission needs to play a more important role just as it does
for human analysts.

3. BioCaster
3.1 History

In this section I provide an overview and description of the
BioCaster system, one of less than ten major automated/semi-
automated systems that is currently active for epidemic intelli-
gence in the world. BioCaster has participated as an invited sys-
tem within the G7 Global Health Initiative’s Early Alerting and
Reporting (EAR) initiative and makes its output available to a va-
riety of public health agencies across Japan, the European Union
(EU), the United States of America (USA), Canada and the World
Health Organisation (WHO).

BioCaster [8] begin in 2006 with grant-in-aid funding from
the Japan Society for the Progress of Science (JSPS) for a core
text mining pipeline to process four languages (English, Japanese,
Thai and Vietnamese). Over the next few years an ontology - or
conceptual model - was conceived [14] that modeled the key enti-
ties and relations within the target domain and across languages.
The conceptual modeling drew on a new method from the for-
mal ontology community called OntoClean [15]. Using this we
were able to show an empirical improvement in the quality of
entity recognition [16] within the text mining system. In 2008
the system greatly expanded after grant-in-aid funding from the
Japanese Science and Technologies’ (JST) Sakigake fund. The
ontology was expanded to define over 300 diseases including
those of humans, animals, plants as well as the toxc effects of cer-
tain chemicals and radionucleotides. The new ontology bridged
terminology across twelve languages and was publicly released
[17]. A further milestone was the systematic investigation of au-
tomated geo-temporal alerting based on time series analysis on
the event frames from the text mining system [18], [19]. More re-
cent work has looked at incorporating health signals from Twitter

microblogs [20].

3.2 Platform
The BioCaster system is composed of a backend high per-

formance cluster and front end Web server which provides user
services. The Web server is implemented on a 24 x 2.66 GHz
Xeon core server running on Ubuntu Linux, Apache, PHP and
MySQL. The backend server uses the Rocks cluster middle-
ware (http://www.rockcsclusters.org) on a platform of 48 3.0GHz
Xeon cores. Rocks incorporates the Sun Grid Engine, allowing
BioCaster to achieve data parallelism thereby providing near-real
time text processing capabilities. This is a crucial requirement
as any delay in notifying news events will impact on the human
analyst’s trust in the system.

3.3 Ontology
Our early discussions with domain experts in the public health

community revealed that timely information on the following are
especially important: (1) outbreaks of newly emerging diseases
such as novel pandemic influenza, (2) the moment of transition
from animal-to-human and sustained human-to-human transmis-
sion, (3) the importation of exotic diseases across international
borders and (4) accidental or deliberate release of biological,
chemical, radiological or nuclear agents. These are precisely a re-
flection of the concerns addressed within the revised International
Health Regulations (IHR) [21] of the World Health Organization
(WHO).

Domain modeling in BioCaster is encapsulated through
the BioCaster ontology (BCO), a freely available pub-
lic health applications ontology designed to integrate lay-
men’s language of disease reporting across twelve languages
(http://code.google.com/p/biocaster-ontology). Formal concept
analysis [14] was used to organize the BCO around a backbone
SUMO (Suggested Upper Merged Ontology) upper-level taxon-
omy [22] onto which domain entity classes such as DISEASE,
PERSON, ORGANISATION, COUNTRY, PROVINCE, SYMP-
TOM and CHEMICAL were carefully grafted. Root terms - the
key concepts that play roles in events - appear as instances of
the domain entity classes. The selection of terms centerd on the
diseases which were selected from country notifiable disease lists
and ranked for public health impact. The resulting ontology is
made available for browsing on the BioCaster portal site and also
as a free downloadable OWL (Web Ontology Language) file.

The third version of the ontology was released in 2009 and en-
coded multilingual equivalences between eleven languages: Chi-
nese, English, French, Indonesian, Japanese, Korean, Malay,
Spanish, Russian, Thai and Vietnamese. Cross language term
equivalences are handled as multilingual synonym sets in a man-
ner similar to EuroWordNet [23]. The 2009 version contains over
300 human and animal diseases.

3.4 Text Analytics
The BioCaster system is constructed from a linear pipeline of

processes as described below:
( 1 ) Data ingestion of sources can come from a variety of doc-

ument types such as newswire reports, business reports and
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blogs (Web logs). Contents in BioCaster are accepted in RSS
(Really Simple Syndication) format, making it straightfor-
ward to download directly from a link address on a specific
topic.

( 2 ) Data cleaning is a technologically mundane process but one
which is vital in practice to remove unwanted noise from the
text (such as advertisements or links to unrelated news sto-
ries) and to join together broken sentences.

( 3 ) Machine translation (MT) of the source text into English
maybe necessary at this stage if the BioCaster does not have
a native fact extraction capability in the source language.
Currently we use MOSES, an open source MT system for
this purpose.

( 4 ) Text classification is applied to group texts into topical cat-
egories for either trashing - in the case of documents clearly
outside the task definition - or subsequent processing using
detailed fact extraction [24].

( 5 ) Named entity recognition and grounding are applied us-
ing a rule based regular expression language called Simple
Rule Language (SRL) which we developed [25].

( 6 ) Event extraction is used to obtain structured information
about an event such as the name of the condition, the type
of agent, the number of victims and time and location where
the event happened. i.e. the who, what, where, when and
how of the event.

( 7 ) Evidence assessment applies a number of checks to remove
vague or redundant events. This includes: (a) documents al-
ready processed at the same URL, (b) events with no disease,
country or species mentioned, (c) events which are clearly
historical. Such reports are dropped.

( 8 ) Event alerting using statistical aberration detection algo-
rithms [18], [19] is used to obtain significance scores for
the rarity of the events using historical geo-temporal infor-
mation. Such algorithms are widely used within the public
health community, e.g. [26].

( 9 ) Human judgement is applied by BioCaster users and part-
ners. Human analysis is almost always needed to understand
what is abnormal, to discovery rare events that the system
may have missed, to make the final decision about vague
reports and to link together disparate events. The previous
automated stages aims to make human judgments quicker,
cheaper and more reliable through data search and visualiza-
tion on the database of mined facts.

As can be see from the previous description, the BioCaster sys-
tem comprises a modularised text mining pipeline. The pipeline
runs on a dedicated cluster computer linked to the frontend Web
server. The modules consist of efficient natural language process-
ing algorithms for classifying documents into relevant or non-
relevant as well as dedicated modules for identifying terms and
their relationships. Various modules are integrated with a sophis-
ticated knowledge model of the domain defining semantic cate-
gories for diseases, species, symptoms, agents etc. and the rela-
tionships between them. These relationships are assembled au-
tomatically into an event report comprising a slot filler template
with a minimum fill of a country, province, disease, species and
time element.

The SRL language that BioCaster uses for entity and event
recognition is designed to allow users without a background in
computer science to quickly build up rule books. Although in
general this is laborious we have tried to make the task easier
by developing a freely available graphical user interface. SRL
has been motivated by earlier pattern based languages such as
DIAL (Declarative Information Analysis Language) [1] and in-
corporates a capability to match to string literals, named entity
classes, skipwords as well as word lists. The general SRL syntax
is a label followed by a head expression and a body expression.
The head expression is output if the regular expression in the body
matches to the text. For example

D1: :- name(disease) { list(% disease) }
Rule D1 matches to any phrase in the list d́isease ánd outputs a

named entity of type DISEASE.
Our English SRL rule book for biohazard events incorporates

approximately 110 rules for entity detection, 12 major word lists
containing 870 terms and over 2800 template rules for detecting
direct signals such as international travel, zoonosis, category A
agents, novel diseases and malformed blood products.

3.5 Data Sources
The abundant and near-real time nature of online news, makes

it a cost-effective means of early detection and tracking of health
events on a global scale. Open media sources bridge the gap be-
tween national and international surveillance as well as providing
timely access to sources on the ground. BioCaster surveillances
approximately 30,000 news items per day from Google News as
well as various public and NPO sources such as the ProMed-
mail, Hong Kong SAR Communicable Disease Watch list, the
OIE alert lists, the European Media Monitor alerts and AlertNet.
News is gathered on a 30 minute cycle which can be shortened as
necessary during health emergencies.

3.6 Availability
BioCaster provides outputs to users in a variety of freely avail-

able and restricted formats. The open access public portal has
various interfaces such as a 30 day Google map of events, cus-
tomisable graphs etc. The map, called the Global Health Monitor,
can be searched according to time, location, disease and special
functions show alerted events for bio/chemical/radnuke as well as
natural disasters such as earthquakes and typhoons. A searchable
database of events is also provided so that other researchers can
access aggregated data for their own analysis. The database is
freely available for users to view and download data 24/7. Up-
dates to the database take place once every thirty minutes dur-
ing normal operation but this can be shortened as required during
public health emergencies.

A login restricted alerting interface is used by a small test com-
munity. Here users can define targeted rules that let them receive
email alerts whenever news comes into the system on topics of in-
terest. For example a user could define a rule asking to be alerted
on the topic of novel influenza in Europe involving a case of in-
ternational travel. More advanced news search and analytics are
also incorporated into the login site allowing users access to ag-
gregated data on events.
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4. Conclusion
In this paper I have briefly described the history and function

of the BioCaster disease surveillance system, one of a range of
systems in use by the international public health community for
surveillancing the world’s media. Based on advanced text mining
technology we have been providing a freely available service to
the global public health community since 2006.

Future advances which we are now working on include: (a) ex-
tending coverage to new languages and health threats, (b) work-
ing with other system developers and user groups to enhance data
sharing and interchange standards, (c) incorporating signals into
the alerting algorithms from across media types such as social
networking data. This third advance brings significant data han-
dling challenges as we adapt the system for the age of ‘big data’.
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