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On verified estimation of eigenvalue of generalized matrix eigenvalue problem

Liu Xuefeng, Oishi Shin’ichi (Faculty of Science and Engineering, Waseda University/CREST,JST)
Ogita Takeshi (Tokyo Woman’s Christian University)

— LDL fraction to verify eigenvalue roughly —

Matrix eigenvalue problem 1 Calculate \; = Ay (A, B).

2 Choose two small proper positive quantities oy

Bounding eigenvalues of generalized eigenvalue problem: and o3 and perform approximate LDL fraction:

Az = \Bx A—(N;—01)B~ LTD\Li, A—(\j402)B~ LI DsyLs.
where A, B are square symmetric and B positive definite. 3 Compute 7; and 75 as small as possible such that
Notations: (1) \;(A, B): the i-th eigenvalue on increas- -
ing order of magnitude; \;(A4) := \;(A,1,) (I,: identity mB— (A~ (X, —01)B~L{DiL;) - 0,

matrix); (2) A > 0: & A is positive definite matrix. "
mB — (A— (X, +02)B— Ly DyLs) = 0.
Failure of approximate computation 4 Denote by p(< k — 1) and ¢(> k) the negative

eigenvalues of D1 and Dy then
We solve the Lapace eigenvalue problem over unit squre

domain by variational method with polynomial of degree sty Ay Clo—01 =M, p+ o2 +1m2).
10 as trial function. The approximate result shows that \

h _
AT = 19.739208802178702 ~ Lehmann-Behnke’s method to sharpen the bounds ™

However, this is in contradict to theoretial estimation: o Let m € N uy,--- ,up, are linearly independent
b 7 b o

h 5 vectors of R™ ; let v; € R™ fori =1,--- ,m.
AT > A\ =277 = 19.739208802178716...

o Let o € R. Define Ay, A, As, A and B by
The verified computation gives correct upper bound for A;:
Ay = (uiTBuk),L-J€7 A= (uZTAuk)Zk

A =19.739208802182223 .
! D Ay = (ul AB™  Aug)i g (i k= 1,--- ,m)

A=Ay —0Ay, B:=Ay— 204, +0°A
Verified computation 1o 2~ 2041+ 0% 4o

o In case B = 0, denote by {ti}i=1,... m the eigen-
values of Ax = pBz in increasing order, then there
exit at least p eigenvlaues in

New perturbation theorem for eigenvalue problem:

Theorem 1. Let B be symmetric positive matriz and A1,
Ay symmetric ones. Suppose quantity € satisfies o+ i,a) for p—1,- .m.
Hop

€B—(Ay—A) =0, eB—(A—A))=0 (1) \_ J

Then

[Ai(A1, B) — Ai(A2, B)| < € Implementation of the algorithm

Remark: The condition (1) is weaker than classical one: The algorithm is implemented in Matlab language to-

gether with Interval toolbox. The code can deal with sparse

€ < [[A1 = Azl / min \i(B) . (2) matrix and the estimate clustered eigenvalues effectively.
Sample use:
Algorithm for bounding eigenvalue %bounding largest three eigenvalues in magnitude

[bounds, index] = veigs(A,B,’lm’,3)
Two steps for bounding eigenvalues
%bounding smallest three eigenvalues in magnitude
1) Verify index of eigenvalue through LDL fraction with [bounds, index] = veigs(A,B,’sm’,3)

stimati Th 1 needed);
error estimation (Theorem 1 needed); %bounding three eigenvalues nearest to 0.1

2) Sharpen bound of eigenvalue through Lehmann- [bounds, index] = veigs(A,B,0.1,3)

Behnke’s method.
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