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Peta-Flops application RSDFT on the K computer

YUKIHIRO HASEGAWA T JUN-ICHI TWATA ¥ MIWARO TSUJT S |

DAISUKE TAKAHASHI® and KAZUO MINAMI |

We are optimizing six application codes to show high execution performance of the K
computer by obtaining over peta-flops sustained performance in real applications. One of
them is RSDFT (Real Space Density Functional Theory) code which is a first-principles
electronic-structure calculation code based on density functional theory. In the optimization
of codes, it is important to make use of the various capabilities such as SIMD execution,
thread parallelization, and sector cache function, as well as to get higher performance in
communication among compute nodes. A 3.08 peta-flops sustained performance was
measured for an iteration of the SCF calculation in a 107,292-atom Si nanowire calculation
using 55,296 compute nodes, which is 43.63% to the peak performance of 7.07 peta-flops. In
this report, we present how to parallelize and optimize the code so as to make effective use of

the various capabilities of the K computer.
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