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The conventional steepest descent method in the back propagation process
of an artificial neural network (ANN) is replaced by Simulated Evolution algo-
rithm. This is called SimE-ANN and is applied to the estimation of landslide.
In the experimental results, the errors of displacement and resistance of the
piles in SimE-ANN are 50.2% and 28.0% smaller than those of the conventional
ANN in average over 10 sets of data, respectively. However, the experimental
results also show the effects of overtraining of SimE-ANN and the appropriate
selection of training data should be investigated as future work.

1. Introduction

An artificial neural network (ANN) is considered one of the most widely used
tools in learning processes in various applications 1). The back propagation (BP)
algorithm is a well known training algorithm in the neural network applications.
In BP process, the error between the output of an ANN and the training data
is propagated backwards minimizing the error by tuning the parameters of the
ANN. The steepest descent method is used as a minimization method. This
algorithm tends to be trapped in a local minimum. Its operation is based on
the gradient method and requires continuous derivative of the goal function, so
it has low convergence speed during the learning process. As the result, it can
easily get local optimum, but it may not find global optimum and may cause the
oscillation effect. Due to random choices of the network parameters, the initial
values at every time are totally different which can affect the prediction ability
after training. These problems have attracted the researchers to improve the BP
performances. The stochastic algorithms are used to overcome the defect of the
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BP algorithm, for example, Genetic Algorithms (GAs) 2) are used 3)–5). Genetic
algorithm is a global search algorithm which derives from imitating evolution
of the creature. It has hill-climbing ability which helps the algorithm not to be
trapped by the local minimum. However, these approaches have some drawbacks.
One of the insufficient points of the GA approach is that the CPU time needed in
the learning process is large because all the ANN parameters are optimized at the
same time. Moreover, GAs usually take over the configuration of solutions as a
scheme of chromosome and the change of value is only done by the mutation
operator. Therefore, the GA parameters cannot be chosen in a quantifiable
method 2). Building from the above results, the application of GAs is seemed
not appropriate in the optimization of parameter values. This paper proposes
the use of another stochastic algorithm which is Simulated Evolution (SimE)
algorithm 2) instead of the conventional steepest descent method to overcome its
drawback. This approach is based on the analysis of the fundamental states of
how to use SimE algorithm to improve the ability of BP. SimE algorithm is based
on the analogy with the principle of natural selection thought to be followed by
various species in their biological environments. It is a powerful general iterative
heuristic for solving combinatorial optimization problems. SimE algorithm has no
crossover operator and it only has the mutation operator. This operator is applied
to some of the genes in a chromosome with inferior goodness values. Therefore,
SimE algorithm is simple and is expected to be very fast. The ANN with the back
propagation using SimE algorithm, called SimE-ANN, is applied to the estimation
of landslide 8)–10) in geotechnical field in order to evaluate its performances by
comparing with the conventional steepest descent method. The use of ANN
in this study is to predict both displacement and resistance of piles, which are
used to mitigate landslide hazards in terms of ground movement and instability
of slopes. Conventionally, the performances of piles are estimated by the finite
element method (FEM) with a large amount of CPU time. However, recently, the
ANN approach is becoming a good candidate in this field. A set of experimental
data is 56 and is used for both training and testing stages. The 38 data are used
for training and the remaining 18 data are used for performance evaluations.
Then, the comparison between the proposed method and the conventional BP
algorithm is done for evaluating the proposed algorithm. The results show that
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the proposed SimE-ANN improves errors of displacement and resistance of the
piles 50.2% and 28.0%, respectively.

In Section 2, a general ANN and especially the back propagation process of
training are described. Section 3 shows the previous work based on GAs and
their insufficiencies are described. Next, the SimE algorithm is described in
Section 4. Section 5 explains the customization of SimE algorithm for SimE-
ANN. In Section 6, the experimental results obtained when SimE-ANN is applied
to estimate the landslide of geotechnical application are shown and the efficiency
of the proposed SimE-ANN is proven. Finally, Section 7 concludes our work and
shows the suggestions for future work.

2. Artificial Neural Network

In recent years, due to the pervasive development in computer software, an
ANN is being introduced in many applications. As aforementioned, an ANN is
constructed from the interconnected processing elements, which are called neu-
rons (i.e., nodes) as shown in Fig. 1. In fact, a neural network has great appli-
cations since it has a simple structure as well as multiple adjustable parameters.

The operation of ANN depends on the connection between the neurons and
the training algorithm. One of the most popular training algorithms is the BP
algorithm, which has been proposed by Rumelart in 1986 1).

2.1 Back Propagation Process
Figure 2 shows the mechanism of the learning process. The signal flows of this

Fig. 1 ANN with two hidden layers.

algorithm can be divided into two directions: forward-propagation of information
and counter-propagation of error. During the process of forward-propagation, the
input information is transmitted into the output layer through the input layer
and the hidden layer. Neurons in every layer can affect the neural condition in
the next layer. If the expected output results cannot be obtained in the output
layer, the error alteration should be worked out. Then the process must add
counter-propagation. The error signal is counter-transformed into the neurons
in every layer along the primary connection in order to get the expected goal.
The main ideology of BP algorithm can be concluded briefly as follows: adjust
both weights and error through counter-propagation. It makes the input data
approach the expected data as quickly as possible. The training process can be
over when the sum of the squared errors is lower than the specified value in the
output layer. In the end, the weights and the error should be saved.

2.2 Steepest Descent Method
In the ANN learning process, an algorithm is needed to minimize the sum of the

squared errors by tuning the ANN parameters. Generally, the steepest descent
method is used up to now. The BP with the steepest descent method is described
below using the N-layered ANN shown in Fig. 3 and the neuron shown in Fig. 4.
The output of neuron shown in Fig. 4 is expressed by Eqs. (1) and (2).

Fig. 2 Flow chart of ANN learning process.
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Fig. 3 N-layered ANN.

Fig. 4 Configuration of neuron.

netnj =
Ln∑
i=1

wn,n−1
ji outn−1

i (1)

outnj = f(netnj ) (2)
where, netnj is the input value of j-th neuron in n-th layer and wn,n−1

ji is the
weight assigned to the edge connecting i-th neuron in (n − 1)-th layer and j-th
neuron in n-th layer. The threshold function f is usually defined as a sigmoid
activation function. The error E which shows the distance of the output of an
ANN and the training data is defined by Eq. (3) as a mean squared error. This

Fig. 5 Steepest descent method.

error E is a function of the output, outNi , which is determined by the weights
wn,n−1

ji , and it must be minimized during the learning process.

E =
1
2

LN∑
i=1

(yi − outNi )2 (3)

In minimizing the error E, the steepest descent method is applied. In this
method, the weight wn,n−1

ji is modified according to Eq. (4).

w
n,n−1(new)
ji = w

n,n−1(old)
ji + Δwn,n−1

ji (4)

where Δwn,n−1
ji is the modification weight value.

By using Fig. 5, the gradient of tangent line of error function E is used to
determine Δwn,n−1

ji as described in Eq. (5).

Δwn,n−1
ji = −η

∂E

∂wn,n−1
ji

(5)

where η is the learning coefficient which controls the speed of convergence of the
ANN.
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Equation (5) is transformed to the next Eq. (6),

Δwn,n−1
ji = −η

∂E

∂netnj

∂netnj

∂wn,n−1
ji

= −η
∂E

∂netnj
outn,n−1

j = −η · δn
j · outn,n−1

i .

(6)

Here, the local gradient δn
j is defined by the next Eq. (7),

δn
j =

∂E

∂netnj
. (7)

The weight wn,n−1
ji can be determined by δn

j which is represented by the following
Eqs. (8) and (9).

δn
j = −(yj − outNj )outNj (1 − outNj ) (n = N) (8)

δn
j =

⎧⎨
⎩

Ln+1∑
k=1

δn+1
k wn+1,n

kj

⎫⎬
⎭ outnj (1 − outnj ) (n < N) (9)

Therefore, δn
j can be obtained by using the training data yj (j = 1, . . . , LN )

when n = N or by using δn+1
k when n < N and this means such representation

as “back propagation”. If the steepest descent method is used for minimizing the
error E, the global optimum set of weights can be obtained when the initial set of
weights is near the optimum ones. However, in general, as shown in Fig. 5, when
the initial set of weights is not in the appropriate location, the global optimum
set of weights cannot be obtained.

3. Previous Work

In order to overcome the disadvantage of the steepest descent method as men-
tioned before, many researches 3)–5),11),12) were done using stochastic algorithms
such as Genetic Algorithm (GA) 3)–5). Montana and Davis constructed a chro-
mosome as a sequence of connecting weights and thresholds of neurons when the
network architecture of an ANN is given. Then, they applied the standard GA
steps to minimize the error values 3). Rivero, et al. proposed the application of
GAs to optimize the structure and the weights of an ANN at the same time 4). In
their approach, a pair of genes represents the connectivity (0/1) and the weight
of the connection, respectively. For example, a pair (1, 0.2) means that there is
a connection with weight 0.2 between two specified neurons. Then, the standard

steps of GAs optimize the structure and the weights of an ANN at the same
time. Similarly, Feng, et al. tried to optimize the structure and the parameters
of an ANN by applying GAs 5). They also represented the size parameters and
the weights of an ANN in a chromosome and applied the standard type of GAs.
The above mentioned previous work all compared the errors between the outputs
of the ANN and the training data defining them as fitness values. However, the
exact CPU times were not clearly stated although they evaluated the qualities of
the obtained solutions. Only Feng, et al. stated that as a shortcoming of GA-BP,
their method run a long time. Fundamentally, GAs need a large amount of time
to get a near-optimal solution. Building on the previous work, many researches
are needed to improve and overcome the challenges of the weight optimization
and improving the performance of the network model. Therefore, this paper
proposes the use of SimE algorithm instead of the steepest descent method to
overcome the mentioned drawbacks.

4. Simulated Evolution Algorithm

In this section, SimE algorithm is described. SimE algorithm is invented by
Kling and Banerjee in 1987 6). It is a general search strategy for solving a vari-
ety of optimization problems. SimE algorithm is based on the analogy with the
principle of natural selection thought to be followed by various species in their
biological environments. While many chromosomes are treated in GAs, only
one chromosome is changed to survive and bear the natural selection in SimE
algorithm. It is a powerful general iterative heuristic for solving combinational
optimization problems 6). Recently, SimE algorithm has proven to have a better
performance than SA algorithm, though the specific problem is adopted for the
performance evaluation as well as it is conceptually simple and elegant. In addi-
tion, it shows superiority in CPU time over GAs in some applications 7). SimE
algorithm starts from the initial assignment and then, follows an evaluation based
approach. It aims to reach the best assignments from one generation to the next.
The general outline of SimE algorithm is described in Figs. 6 and 7.

In SimE, a solution is represented by a chromosome consisting of genes as in
GAs. A set of chromosomes are handled as a population in GAs but only one
chromosome is treated in SimE algorithm. Moreover, only a mutation operator is
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Fig. 6 Flow chart of SimE algorithm.

Fig. 7 SimE algorithm.

applied to a chromosome and the genes are perturbed over some generations. The
execution of SimE algorithm consists of three main basic processes, Evaluation,
Selection, and Allocation, in addition, Sorting which may be optionally applied
in some applications. Initially, a chromosome is created randomly from all genes
satisfying the problem constraints. Then, the three steps are executed in sequence
until the chromosome’s average goodness value satisfies a stopping condition 6).
In SimE algorithm, there are two conditions and the algorithm will terminate
when one of them is met. The first condition is that the average of goodness
values (defined later) reaches a maximum value or no noticeable improvement
to the goodness is observed. The second condition is to run the algorithm for
prefixed number of iterations. SimE algorithm is tailored to optimize the weights
of ANN and each step of the algorithm is described in detail in Section 5.

5. SimE-ANN

This paper proposes the use of SimE algorithm instead of steepest descent
method in the BP algorithm to optimize the ANN weights. As mentioned in
Section 4, SimE algorithm consists of three main steps which are Evaluation,
Selection, and Allocation.

5.1 Evaluation Process
The evaluation step consists of evaluating the goodness of each gene of the

chromosome. In the ANN application, the chromosome is defined as a thread
consisting of all the modified weight values Δwn,n−1

ji of ANN as described in
Eq. (5). The values of genes must be optimized to minimize the error E. The
goodness value is defined as follows.

gm =
Om

Cm
(10)

where Om is the optimum evaluation value of the weight and Cm is the current
value of the weight. Usually, the optimum value Om is not known and gm should
be calculated as a function of Cm without using Om. Thereofre, in this prob-
lem, the goodness gn,n−1

ji corresponding to Δwn,n−1
ji (i j = 1, 2, . . . , LN, n =

1, 2, . . . , N) is defined as the negative normalized value by the maximum value
among all absolute values of Δwn,n−1

ji ’s. The goodness values should be used to
determine which genes must be selected (that is, natural selection) and selected
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Fig. 8 Outline of SimE processes.

genes are mutated in the subsequent processes as described in Fig. 8.
5.2 Selection Process
The inputs of the process are the chromosome and the estimated goodness of

each gene. The portions of the chromosome, the selection set Ps and the remain-
ing set Pr, is generated based on the goodness value gn,n−1

ji and the selection
bias B. The value of B is used for fine-tuning the selection of genes. Its value is
recommended to be in [−0.2, 0.2] and in many cases, “B = 0” would be a reason-
able choice. The fundamental idea of the selection process is to select such genes
with comparatively small goodness values (this means the current value of gene
is no good). Therefore, the genes whose goodness values are smaller than the
mean value of all goodness values are selected. For example, the selected genes
are hatched in Fig. 8. Here, such genes as much more sensitive to the change of
error E are selected.

5.3 Allocation Process
The allocation process is very important to optimize the solution and it has a

great impact on the solution quality. Here, the mutation operator is applied to
the selected genes in Ps. After the mutations, the new chromosome consisting
of Ps and the remaining genes Pr is generated as shown in Fig. 8. As in Eq. (6),

the value of gene Δwn,n−1
ji can be changed by δn

j . Therefore, the value of δn
j of

the selected gene should be controlled. This value can be freely changed as a
real number and a range limiter for the new values of δn

j ’s is created in order
to avoid the divergence. This is realized by that the new value of δn

j must be
randomly changed as a real number in [δn

j −rσ, δn
j +rσ], where σ is the standard

deviation of all δn
j ’s and r (r = 1, 2 or 3) is a multiplier for σ. Here, we assume

that δn
j ’s (i = 1, 2, . . . , LN, n = 1, 2, . . . , N) would obey the normal distribution.

The idea is that if the standard deviation is large, the new value of δn
j should be

largely changed and the value r should be determined experimentally. Here, the
mutation operator determines the new value of δn

j stochastically. Then, by using
the new values of selected δn

j ’s, the new chromosome can be obtained by using
Eq. (6). To test the validity of SimE algorithm in the ANN weight optimization,
an actual problem, the estimation of the landslide is used.

6. Application of SimE-ANN to Estimation of Landslide

This section describes the application of the proposed SimE-ANN to the es-
timation problem of a landslide 8)–10) to evaluate its performances. A landslide
is one of the most dangerous natural hazards which result many problems for
human and damages for earthwork and structure projects. The induced seismic
force during landslide results in significant damage to the ground profile, espe-
cially in mountain areas due to the sharp slopes in these areas. There are many
ground movements and instability for slopes in these areas occurred during land-
slide shocks. The use of piles to mitigate landslide hazards in mountain areas is
considered one of the common methods for landslide mitigations. In fact, there
are many parameters affecting the design of such mitigation system as the in-
tensity of seismic waves, type of soil, type of materials used in piles, the degree
of slopes and the predicted pile displacement as well as the resistance of piles
during a landslide 8)–10). Both displacement and resistance of piles are considered
to be the main factors which are responsible for landslide by reducing ground
movement and failure. Therefore, many numerical and empirical methods were
developed to determine both two factors to obtain the safe design for piles 8)–10).
It is a well-known numerical analysis method using 3-D FEM (3-dimensional Fi-
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Fig. 9 Model of landslide.

nite Element Method), which is very complicated and it takes more time and high
cost. On the other hand, results obtained from empirical methods cannot provide
more accurate and reliable prediction for ground displacements. Subsequently,
most researches have nowadays resorted to the use of computer software and
computer aided tools to develop a simple technique for solving such complicated
computations in the area of geotechnical engineering 8). Wakai, et al. obtained a
good result by using ANN; however, this ANN uses the conventional back prop-
agation algorithm. In this study, the actual data obtained by 3-D FEM 8) are
used for evaluating the performances of proposed SimE-ANN compared with the
conventional ANN.

6.1 Problem Definition
The model of a landslide 8) is shown in Fig. 9. The input and the output

data of the landslide estimation problem are shown in Table 1. The landslide
estimation problem is to generate a pair of data, that is, the displacement of
pile heads and the maximum resistance of piles. The dimensional parameters in
Table 1 are shown in Fig. 9.

Table 1 Input and output data of landslide.

6.2 Application of Conventional ANN and SimE-ANN
To solve the landslide estimation problem, the proposed SimE-ANN is applied

and its performances are evaluated against the conventional ANN. First of all,
the network structure and the parameters of an ANN are determined based on
the results of Wakai, et al. 8). The numbers of neurons in the input and the output
layers are 8 and 2, and one hidden layer is constructed consisting of 10 neurons.
The same topology of network is used for the evaluation of SimE-ANN for the
exact comparison of SimE and the steepest descent method. The conventional
ANN and SimE-ANN were implemented by C++ language. The number of data
generated by FEM is 58 - 38 of them are used as training data for training ANN’s
and the remaining 18 are used for testing the ANN’s. The stopping condition of
the learning process is either of them, the number of trainings reaches 1,000 or
the mean squared error is less than 0.0001. In the steepest descent method, the
learning coefficient is set as η = 0.1 through several experiments. Here, in the
SimE algorithm, the length of chromosome is 100 and the number of generations
is set to 100 by repeating some experiments. Moreover, the learning coefficient η

is 0.001. The threshold values of each neuron in both of the conventional ANN
and SimE-ANN are set to the random numbers in [−1, 1]. The value r in the
allocation process (described in Section 5.3) is set to 1 by doing some experiments.
In both ANNs, the initial values of weights are randomly determined. In the
learning process of the ANN, the learning algorithm is executed in sequence until
it satisfies the stopping conditions.
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Table 2 Average errors of 1,000 times of trainings over four cases.

6.3 Performance Comparison of Steepest Descent and SimE Algo-
rithms

The objective of the steepest descent and SimE algorithms is the error min-
imization during the training process, where the error is the sum of the root
of mean squared errors (RMSE) of displacement and the RMSE of resistance.
These errors are related to the stopping condition of the training process. The
training processes of the conventional ANN (with the steepest descent algorithm)
and SimE-ANN are repeated 1,000 times over 38 training data.

As shown in Table 2, the errors of the training processes of SimE-ANN are
reduced 99.8% and 99.9%, respectively and this shows the superiority of the SimE
algorithm to the steepest descent algorithm in the error minimization. This fact
may lead to the speedup of the learning of SimE-ANN.

6.4 Learning Abilities of Conventional ANN and SimE-ANN
In order to evaluate the learning abilities of the conventional ANN and SimE-

ANN, 10 combinations of 38 training data and 18 test data are randomly gen-
erated and used. Based on the stopping condition stated in Section 6.2, the
conventional ANN and SimE-ANN are given trainings. The comparisons of these
ANN’s for 10 sets are shown in Table 3.

As is clear from Table 3, the errors of displacement and resistance of SimE-
ANN is 50.8% and 28.0% of the conventional ANN, respectively. The number
of trainings is 37% reduced. However, not all of the outputs of SimE-ANN are
better than those of the conventional ANN, such as in the cases of displacements
of No.1 and No.8. This may be because SimE-ANN has an effect of overtraining
and as a result, the performances of outputs for the set of test data depend on the
choice of the training data. That is, if the choice of the training data is adequate,
the parameters can be tuned to obtain the good results for the test data. The
comparisons of errors for No.10 case are graphically shown in Fig. 10.

Table 3 Performances of ANN’s.

Fig. 10 Comparison of errors for test data.
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Table 4 Errors of ANN’s for same data set.

6.5 Stochastic Nature of SimE-ANN as Drawback
SimE algorithm has a stochastic nature. This means that the obtained results

are stochastically variable. This can be a drawback of these kinds of algorithms.
To check the variance of the obtained results, an experiment to apply both of
the ANN algorithms to the same set of training data and test data 10 times
is executed. The results are shown in Table 4. As shown in this table, the
variances of errors for test data in SimE-ANN are 9.3 times and 4.2 times larger
than those in the conventional ANN. However, these variances of errors are 0.45%
and 1.45% of the respective mean value and they are not likely to give a serious
problem. However, SimE-ANN must be applied to the same set of training data
and test data several times and the variances of errors should be measured before
the actual application.

6.6 Estimated Comparison with Improved BP’s
The original BP with the steepest descent method 1) is used for comparison with

SimE-ANN in the experiment due to the need of comparison with the conven-
tional research in the landslide estimation 8)–10). However, many improvements
have already been made with the original BP 11),12). The detailed comparison of
SimE-ANN with such improved BPs must be done and this is future work in this
research. For the BP with the introduction of entropy term 12), its convergence
ratio is evaluated with that of the original BP, but the actual processing times

are not compared. In the L-BP (BP using the Lyapunov coefficient) 11), the ac-
celeration of the learning process is compared. The examples used in Ref. 11)
are an Exor problem and a simple pattern recognition problem. In fact, L-BP
reduced the number of trainings 96% in Exor problem and 98% in a simple pat-
tern recognition problem, respectively. However, the convergence of learning in
L-BP is not stable and the authors conclude that the stability of L-BP is not
thought better than that of original BP. The sizes and the characteristics of
these examples are different from those of landslide estimation problem and so,
the exact comparison is inadequate. However, the convergence of SimE-ANN
is guaranteed by the asymptotic optimality of SimE algorithm 2). Morevoer, as
shown in Table 3, SimE-ANN reduced the number of trainings 37.4%. Therefore,
it can be concluded that the speedup of SimE-ANN is 1/2.6 of L-BP but it is
superior to L-BP in the convergence of learning.

7. Conclusions

A new artificial neural network based on a stochastic algorithm, called SimE-
ANN, is proposed. The implemented stochastic algorithm is called Simulated
Evolution and this algorithm replaces the conventional steepest descent method
in minimizing the error between the output of ANN and the training data. The
performances of SimE-ANN are evaluated against the conventional ANN for the
landslide estimation problem. After trainings for 38 data from 56 data, SimE-
ANN reduced the error of displacement of piles and the error of resistance of
piles, 50.8% and 28.0%, respectively in average, for the 18 test data. However,
in some cases, the errors of the test data in SimE-ANN are no better than those
of the conventional ANN because of the estimation that SimE-ANN has a strong
effect of overtraining. Therefore, the appropriate selection of the set of training
data for SimE-ANN should be investigated as future work. Moreover, SimE-ANN
should be applied to various kinds of learning problems.
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