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Principal Component Analysis of Botnet Takeover�1
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A botnet is a network of compromised computers infected with malware that
is controlled remotely via public communications media. Many attempts at
botnet detection have been made including heuristics analyses of traffic. In
this study, we propose a new method for identifying independent botnets in
the CCC Dataset 2009, the log of download servers observed by distributed
honeypots, by applying the technique of Principal Component Analysis. Our
main results include distinguishing four independent botnets when a year is
divided into five phases.

1. Introduction

A botnet is a set of malicious software (malware) robots running in a dis-
tributed environment, under the control of the botnets’ originator, called the
“herder” or the “botmaster”. The set of compromised hosts jointly perform at-
tacks that look for vulnerabilities in a target network, and include “spamming”,
“phishing”, “keylogging”, click fraud, identity theft, and DDoS. These attempts
are usually made via a specific destination port at which services with known vul-
nerable software are available. Ports 135, 138, and 445 are frequently scanned.
There is also malware that uses particular ports to provide “back door” access to
companies. Botnets often try to compete with each other to take over a network.
According to Ref. 24), a Russian cybercrime organization uses “Spy Eye Toolk-
its”, which remove their competitor’s botnet software, known as “Zeus”, from
the victim’s PC. Therefore, the compromised computers infected with malware
may occasionally belong to different botnets.

According to a recent report in Ref. 21), multiple servers in a botnet collabo-
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rate to attack a single vulnerable host, aiming to take over compromised hosts
that are under the control of another botnet master. Our study aims to clarify
takeover activity involving several independent botnets, which can provide in-
formative signatures for the botnets that can be used to trace them. Detecting
botnet traffic, however, is not easy because botnets are evolving from a cen-
tralised strategy to a distributed strategy 23). Many attempts have been made to
analyze botnet traffic. Yegneswaran, et al. studied botnet control mechanisms
in conjunction with host control commands 25). Stayer, et al. proposed heuristics
for detecting botnets based on flow characteristics such as bandwidth, duration
of attacks, and packet timings 26). Gu, et al. developed a system to automate the
detecting process for botnet control channels. Their system, called “BotSniffer”,
used spatial–temporal correlation and similarity in network traffic.

In this paper, we study the CCC (Cyber Clean Center) Dataset 2009, which
contains raw packet data captured from more than 90 independent “honeypots”
over a two–year period. Our aim is to clarify the typical behavior of botnets from
the observation of the CCC Dataset 2009.

The CCC, a Japanese governmental organization, observes the backbone of
Japanese tier-1 providers using honeypots, which are virtual hosts running two
guest operating systems that are periodically rebooted. The CCC Dataset 2009
provides 145 time slots in the period of time between reboots of the honeypot.
These characteristics are useful for detecting and predicting botnet coordinated
attacks. However, detecting these attacks remains incomplete because of the
evolution of botnet strategy.

Our proposed scheme aims to identify the various botnets activities from dis-
tributed honeypot logs in an efficient manner. Our scheme is based on a Principal
Component Analysis (PCA) of observations from logs. Under the simple assump-
tion that a set of malware-infected hosts (bots) under the control of the same
botmaster will work in coordination, our idea is to detect the dependencies be-
tween the coordinated activities and to decompose the accumulated vectors of
multiple botnet activities into independent factors, which will identify the num-

�1 The primary version of this work has been published in the 5th Joint Workshop on Informa-
tion Security (JWIS 2010), Kikuchi, H. Matsuo, S. and Terada, M.: Principal Component
Analysis of Botnets Takeover.
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ber of major botnets. Our experiment with the CCC Dataset will answer these
questions;
• How many independent botnets are used to take over a network?
• For how long does a single botnet try to attack its competitors?
The remainder of the paper is organized as follows. In Section 2, we present

our proposed scheme after providing some fundamental definitions and models of
botnets. In Section 3, we report on the experiment of using a real dataset involv-
ing botnet activity and show that the principal component basis of the dataset
provides a significant characterization of botnet behavior. After presenting the
experimental data, we discuss the expected number of independent botnets in
Section 3.6.2. Finally, we make the concluding remarks in Section 4.

2. Proposed Method

2.1 Coordinated Attacks by Botnets
A typical botnet comprises the following hosts;

( 1 ) A vulnerable web site,
( 2 ) A “drive-by-download” server, from which a victim downloads an item of

executable malware, and
( 3 ) A command-and-control server that controls all infected hosts.
Under the control of the botmaster, a malicious individual, this group of infected
hosts performs coordinated attacks that seek new vulnerable hosts to add to the
botnet. This coordinated behavior makes it hard to trace back to the source of
the attacks and to identify the botnet. According to Refs. 28), 29), coordinated
attacks are observed as a sequence of downloading variety of malware shown in
Table 1, where three malware are sent from different source addresses but with
the same timing. This is the evidence that the downloads are performed in a
programmed schedule in a botnet. This typical coordinated attack is written in
the form

“PE → W → T”,

where the order of downloads is indicated by arrows, with labels PE, W , and T ,
known as “Portable Executable”, “Worm” and “Trojan horse”, respectively.

A botnet typically uses multiple drive-by-download servers for each kind of
malware, making the whole botnet more reliable, even though some of the hosts

Table 1 Examples of coordinated infections 28).

slot time srcIP dstPort MW
0 0:02:11 124.86.A1.B1 47556 PE_VIRUT.AV
0 0:03:48 67.215.C1.D1 80 TROJ_BUZUS.AGB
0 0:03:48 72.10.E1.F1 80 WORM_SWTYMLAI.CD

2 0:36:46 124.86.A2.B2 33258 PE_VIRUT.AV
2 0:36:52 72.10.E1.F1 80 WORM_SWTYMLAI.CD
2 0:36:52 67.215.C1.D1 80 TROJ_BUZUS.AGB

may be detected and blocked.
2.2 Model of Competitive Botnets
Suppose two (competitive) botnets A and B have the sets of infected servers

(S1, S2, S3) and (S4, S5, S6), respectively, dedicated to downloading the set of
malware (PE,W, T ). Figure 1 illustrates a botnet coordinated attack and how
often it downloads its malware. The servers perform scheduled download opera-
tions as shown in Table 2, which gives the average number of downloads per unit
time. Under our hypothesis, the botnet constantly aims to find new vulnerable
hosts to add to the controlled group, and even intercepts the existing servers
belonging to another competing botnet. This is how a botnet tries to take over
access to the Internet, and what we aim to clarify in this paper.

Under our hypothesis, botnet A was active in April while B was silent, both
were very active in May and botnet B successfully obtained control of servers
S1, S2, and S3. Combining both of theses activity, results in the total number of
downloads given by Table 3, where we can observe the effects of combining the
two independent activities of A and B.

We can now define a problem:
(Problem) Given the accumulated numbers of observed downloads, esti-
mate the degrees of activity for all botnets.

We can make a mathematical model of this problem. The above table can be
written in terms of a corresponding 3-row, 6-column matrix X of the number of
downloads;

X =

⎛
⎜⎝

30 10 10 0 0 0
9 3 3 12 6 3
3 1 1 40 20 10

⎞
⎟⎠ ,
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Fig. 1 A botnet coordinate attack (Host S1 sends the Worm malware to the vulnerable host
at a rate of three times a second. Host S2 and S3 make downloads twice and once
per second on average, respectively. There are some reasons why Worm is assigned for
server S1. It is good for robustness, i.e., a single failure of server can be compensated
by other servers. This makes it harder for us to trace attackers. It also makes it easier
for the botnet to customize a set of malware.).

Table 2 Sample of the average number of downloads for two botnets.

S1 S2 S3 S4 S5 S6

botnet A 3 1 1 0 0 0
botnet B 0 0 0 4 2 1

Table 3 Monthly statistics for downloads by six servers.

S1 S2 S3 S4 S5 S6

April 30 10 10 0 0 0 10A
May 9 3 3 12 6 3 3A + 3B
June 3 1 1 40 20 10 A + 10B

where each row vector is a linear combination of A and B, and corresponds to
two independent botnets.

From the assumptions of linear algebra, an observation of sufficiently long du-
ration determines the independent vectors from a sufficient number of redundant

vectors.
We apply the following well-known technique to solve the problem. Let V be

the covariance matrix of X, defined as V = CC�, where C is a normalized row
vector of X by the average. The eigenvector of V efficiently gives the number of
orthogonal and linearly independent vectors of C. In the case of the above table,
the top two most significant eigenvalues have the following eigenvectors

u1 = (−0.5,−0.2,−0.2, 0.7, 0.4, 0.2),
u2 = (0.8, 0.3, 0.3, 0.5, 0.2, 0.1),

which recall the botnet activities A and B�1. The vectors, referred to as a basis,
are orthogonal unit vectors, i.e., u1 ·u2 = 0 and ||u1|| = ||u2|| = 1. From a well-
known property of linear algebra, arbitrary vectors of X can be approximated by
a linear combination of them. For example, the 1st-row vector x1 of X is written
as:

x1 = y1u1 + y2u2 + x0

where x0 is a vector of mean values for each column of X, i.e., x0 =
(14, 4.6, 4.6, 17.3, 8.6, 4.3).

The property of orthogonality of the basis enables identification of the coeffi-
cients y1 and y2 simply as:

y1 = x1 · u1 = −26,

y2 = x2 · u2 = 4.

The coefficients y1 and y2 corresponding to the principal vectors u1 and u2 imply
the degree of power of the botnets. For example, the number of downloads in
April is represented by a linear combination of two botnets with degrees of power
−26 and 4, as;

−26u1 + 4u2 � (16.2, 6.4, 6.4,−16.2,−9.6,−4.8).
Consequently, we can identify a coefficient vector of the degrees of power for
each botnet that approximates the given observations of downloads to an arbi-
trary level of accuracy. The competitive activity of botnets aiming to take over
vulnerable servers results in changes to the coefficient vectors.

�1 Note the correspondence is u1 = B − A and u2 = A + B.
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3. Experimental Evaluation

3.1 Experimental Purpose
To show botnet activity in takeover attempts with respect to the degree of

power for each botnet, we apply our proposed scheme to the CCC Dataset 20).
The experiment aims to clarify:
• The number of independent botnets,
• The duration of activities in the year.
3.2 Experimental Data
We made an analysis of the packet captured data in the CCC Dataset from

several perspectives; (1) frequency of downloads per malware, (2) statistics of
servers that send malware to honeypots, and (3) change of daily frequency of
downloads. Our analysis shows 24 unique hash values from a total of 200 values,
which are listed in Table 4. The unique hash values are identified with 13 kinds
of unique malware names.

The fundamental statistics for the top 20 servers are given in Table 5, which
lists the total quantity of malware downloaded, the active durations, the aver-
age number of downloads per day, the unique honeypots that observe the IP
addresses, and the unique hash values, which is defined as:

Definition 3.1 A hash value is the 160-bit output of secure hash function,

Table 4 List of malware and their statistics.

Malware ID Label Unique DL counts Scan counts Protocol Connection
hash (s4)

PE_VIRUT.AV PE1 8 91 18 TCP PULL
PE_BOBAX.AK PE2 1 4 4 TCP PULL
PE_VIRUT.AT PE3 1 1 TCP PULL
BKDR_MYBOT.AH BK1 1 1 6 UDP PULL
BKDR_POEBOT.GN BK2 1 30 TCP PULL
BKDR_RBOT.ASA BK3 4 5 UDP PULL
TROJ_AGENT.ARWZ TR1 1 6 TCP PULL
TROJ_BUZUS.AGB TR2 1 24 TCP PULL
WORM_ALLAPLE.IK WO1 1 1 TCP PUSH
WORM_POEBOT.AX WO2 1 1 TCP PULL
WORM_SWTYMLAI.CD WO3 1 27 TCP PULL
WORM_AUTORUN.CZU WO4 1 3 TCP PULL
WORM_IRCBOT.CHZ WO5 1 1 TCP PULL
UNKNOWN UK 1 5 TCP PULL

SHA1, to the entire binary image of malware. The number of distinct hash values
in a given dataset is called unique hash values.

Figure 2 demonstrates the frequencies of downloads for the top four source
addresses in a year. Note that there is no server that has been operating for the
whole year. Most servers operate for a few months.

3.3 PCA
There are four processing steps as follows:

( 1 ) Given a matrix X of m = 365 rows and n = 100 columns �1, compute x0, a
matrix of mean values, defined by (x00, . . . , x0n), where x0j = 1/m

∑m
i xij .

( 2 ) Compute the covariance matrix of X, defined by V = C · C�, where C

is the normalized row vector C = X − x0. Compute the eigenvalue of V ,
λ1, . . . , λn, and the eigenvectors u1,u2, . . . ,un, sorted by order of eigen-

Table 5 List of drive-by-download servers sorted by frequency of downloads.

Rank IP address Total Duration Average Unique Unique
[DLs] [days] [DLs/day] hash honeypots

1 AAA.10.167.74 462246 184 2512.21 119 91
2 AAA.10.166.195 399562 249 1604.67 48 92
3 BBB.114.143.2 33283 73 455.93 29 82
4 BBB.114.141.207 32202 53 607.58 37 78
5 CCC.215.1.206 26780 62 431.94 7 59
6 DDD.95.79.6 19641 117 167.87 99 85
7 AAA.10.169.26 14951 223 67.04 52 82
8 EEE.48.75.63 11699 148 79.05 100 69
9 CCC.18.161.250 10060 121 83.14 131 68
10 AAA.8.143.164 5099 70 72.84 40 81
11 FFF.202.252.41 4901 43 113.98 13 87
12 GGG.131.76.60 4659 71 65.62 52 74
13 CCC.215.1.226 4492 76 59.11 36 68
14 HHH.247.2.38 4262 61 69.87 166 77
15 III.18.116.75 4112 128 32.13 6 75
16 JJJ.219.170.67 3963 106 37.39 56 72
17 KKK.16.245.53 3766 31 121.48 9 63
18 LLL.90.134.24 3723 66 56.41 15 83
19 MMM.180.151.74 3473 29 119.76 6 87
20 HHH.247.2.32 3368 29 116.14 11 82

�1 The reason why we choose n = 100 is the power low distribution of the number of downloads
per server, or long-tail. As Table 5 shows, a small number of top ranked servers occupy
the entire downloads, e.g., the top two servers involve 75% of downloads, top-10 has 88%.
Hence, we decide n = 100 is sufficient to cover the entire downloads.
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Fig. 2 Daily frequency of downloads over time, for the top four servers, identified by their
source IP addresses.

value.
( 3 ) Perform the orthogonal expansion of X using the eigenvectors u1, . . . ,un as

orthogonal bases, i.e., for i = 1, . . . , 100, compute the principal components
y1, y2, . . . , yn as

yi = xi · ui.

( 4 ) Plot a 365-day observation matrix on the reduced space of (y1, y2), where
any particular change can be seen as the outcome of a botnet takeover.
Classify the year into several phases in terms of the most significant botnet.

3.4 Experimental Results
Table 6 shows the four orthogonal bases, the eigenvectors of the servers, result-

ing from the PCA analysis of matrix X. Figure 3 shows the top 20 eigenvalues
of convergence matrix. The principal components, y1 and y2, over the year are
shown in Fig. 4, where the year is divided into five phases. Figure 5 is a scatter
plot of 365 observations, with the horizontal axis y1 and the vertical axis y2.
Similarly, Figs. 6, 7 and 8 show the distribution of principal components, y3 and
y4, the distribution of y2 and y4, and the scatter plot of y2 and y4, respectively.

3.5 Processing Time for Analysis
We perform our analysis using GNU Octave 3.0.3, a high-level interpreted

language designed for the numerical solution of linear and nonlinear problems and
for numerical experiments. Figure 9 shows the processing time for performing

Table 6 Principal component bases (snipped).

IP Principal components
address u1 u2 u3 u4

A.10.167.74 −0.83 0.54 −0.02 0.08
A.10.166.195 0.55 0.83 −0.02 0.02
B.114.143.2 −0.05 0.02 −0.31 −0.90

B.114.141.207 −0.02 0.03 0.94 −0.27
C.215.1.206 0.01 −0.11 −0.03 0.28
D.95.79.6 0.02 −0.02 −0.04 0.11

A.10.169.26 −0.01 0.02 −0.04 −0.01
E.48.75.63 0.01 0.01 −0.03 0.04

C.18.161.250 0.01 −0.01 −0.02 0.05
A.8.143.164 −0.01 0.00 0.01 −0.09
F.202.252.41 0.01 0.00 −0.01 0.00
G.131.76.60 −0.01 0.01 −0.03 0.00
C.215.1.226 0.00 −0.01 −0.01 0.03
H.247.2.38 0.00 −0.01 −0.01 0.03
I.18.116.75 −0.01 0.01 0.00 −0.03
J.219.170.67 −0.01 0.00 0.04 −0.04
K.16.245.53 0.00 0.01 0.03 0.01
L.90.134.24 0.00 0.00 0.00 0.01

M.180.151.74 0.00 0.00 −0.01 0.01

Fig. 3 Distribution of the top 20 eigenvalues λ.

the entire steps described in Section 3.3, performed in Intel(R) Core(TM) Duo
CPU T2400, 1.83 GHz, 2.00 GB memory, running Windows Vista(TM) Business,
SP2. The figure illustrates how much the scheme scales with respect to the
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Fig. 4 The 1st and 2nd principal components over time, classified into five phases.

Fig. 5 Scatter plot of the 1st and 2nd principal components.

number of downloading servers.
3.6 Remarks
3.6.1 Phase Classification
We classified one-year of observation days into five phases in Fig. 4. A phase is

a duration when servers perform downloads in similar ways within the duration
and the phase is terminated when a totally different behavior of downloads are
observed. The classification into phases can be made based on the relationship

Fig. 6 The 3rd and 4th principal components over time.

Fig. 7 The 2nd and 4th principal Components over time.

among principle components. For instance, we show the dominant conditions for
a phase to be classified in Table 7, where the linear relation between the first and
the second principle component, y1 and y2, are given via fitting. R-squared value
R2 shows the correlation coefficients for every phase. The R2 for phases 1, 3 and
5 are very high, i.e., the servers perform downloads in a certain ratio unchanged
within the phase. For easier understanding, we illustrate the conditions of y1 and
y2 for phases with lines in the scatter plot in Fig. 10.
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Fig. 8 Scatter plot of the 2nd and 4th principal components.

Fig. 9 Processing time for analysis.

Note that not all days are sharply classified into phases. In the figure, phases
2 and 4 have uncertain boundaries, and lower correlations in Table 7. However,
phase 2 is an intermediate and transitional state between two clear phases 1 and
3. Phase 4 is between phases 3 and 4, as well. Hence, the process of phase
classification is deterministic.

Throughout the work, we have made the phase classification manually, but
we are positive that an automated classification is feasible because of the clear

Table 7 List of main infection phases.

Phase Duration Equation R2

1 2008/5/1 – 2008/7/19 y2 = −0.65y1 − 1300 1.0
2 2008/7/20 – 2008/9/17 y2 = −0.015y1 + 225 0.0007
3 2008/9/18 – 2008/10/27 y2 = 1.5y1 − 2275 0.999
4 2008/10/28 – 2008/12/26 y2 = −0.90y1 − 209 0.322
5 2008/12/27 – 2009/4/30 y2 = 1.5y1 − 2275 0.999

Fig. 10 Phase and dominant relationship between principle factors.

conditions of the phase.
3.6.2 Number of Independent Botnets
Figure 5 shows a linear relationship plot for phases 1, 3, and 5, which implies

that there are two major botnets competing to take over the remaining servers.
The observation gives us insight into a way to identify the independent activity
of botnets via lines in a scatter plot. Our hypothesis is consistent with other
scatter plots in Fig. 8. Above all, we can conclude that there are four independent
botnets, agreeing with our first analysis.

Unfortunately, the confidence in our analysis is not high because the 20 eigen-
values are distributed with only slight decreases, as shown in Fig. 3, and sharp
boundaries are therefore hard to identify. There may also be influence from a
skewed distribution of honeypots.

Figure 5 shows the 5 phases of botnet activity. The average duration is 2
months. In other words, every two month a botnet takes over the network where
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our honeypots are distributed.
3.7 Takeover Activities
From the observations, we can see the trade-off of activities between y2 and y1.

We consider that this behavior was caused by the two competing botnets taking
over the major server. Otherwise, a single botnet may control two comprehensive
servers to perform a coordinated attack. When one server is operating, the other
waits its turn. In addition, we found similar behavior in the principal component
bases in Table 6, where the activities of downloading servers depend on bases.
In phase 1, the set of severs in u1 are coordinated to perform downloads, while
these servers are observed a totally different ratio in the phase 5. This is the
reason why we claim some botnets were independent.

Note that botnet takeover phases are shown in some clusters of plot in the
scatter plot Fig. 5. Phase 1 (decreasing line, −4000 < y1 < −1000)) and phase
3 (and 5, increasing line, 500 < y1 < 3000) are isolated with totally different
behaviors. This implies the set of active servers (IP addresses) in phases 1 and 3
are disjoint and hence can be considered as controlled in different botnets. Actu-
ally, the 1st and 2nd frequent servers have been used in downloading exclusively,
i.e., the download from the 1st server broke when the 2nd server was active, and
vice versa. The behavior of “negative correlation” between phases 1 and 3 is
the evidence of our hypothesis that a botnet may intercept the existing server in
competitive botnets from communicating.

3.8 Comparison to Other Botnet Detection Approaches
Botnet detection and tracking has been a major research topic and many

attempts have been made. The simplest and the most common detection is
the signature-based approaches used in commercial intrusion detection systems
(IDS)31). Snort, an open source IDSs, can be used to detect known botnets based
on the behavior of their communication. It is, however, not used for unknown
botnets.

Botminer 30) is a system which applies clustering algorithm such as k-means
to detect the Command and Control traffic. Botminer is an advanced detection
tool which is independent from botnet protocols and structures, including IRC-
based, HTTP-based and P2P structured botnets. However, there are two issues
in detecting completing botnets; (1) the number of clusters has to be fixed before

Fig. 11 Clusters of downloading server in k-means algorithm.

analysis. It is almost unpredictable. (2) the intermediate states between several
phases are likely to be classified wrongly because the aggregated traffic from
multiple botnets spoils the clear classifications.

In order to compare our proposed PCA based detection with clustering ap-
proach, we apply the k-means algorithm to the same dataset used in our analysis
and show the clustering results in Fig. 11, with k = 3 for matrix of 365 days ×
100 addresses. The three clusters are plotted in the 2 dimensional graph with
the first and the second principle components. Unfortunately, both two extreme
servers (ranked 1 and 2 in Table 5) are classified into the same group, cluster
3 (−0.6 < y1 < −0.4). This implies the clustering approach is not useful when
there are some extremely frequent servers. Cluster 1 contains too many days to
be joined in the same group.

On the other hand, our scheme uses PCA which allows us to detect multiple
independent coordinated behaviors as orthogonal bases. Our experiments show
there are multiple candidates of botnets and hence the aggregated traffic should
be dealt with appropriately in a botnet detection system.

Consequently, we summarize our comparison of these major approaches in de-
tecting botnets activities in Table 8.
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Table 8 Comparison of Botnet detection techniques.

technique unknown low false aggregated
botnet positive botnes

Signature-based Ref. 31) –
√

–
Clustering Ref. 30)

√
– –

Our scheme (PCA)
√ √ √

4. Conclusions

We have discovered some useful features of the attacks made by coordinated
servers. Our analysis reveals common features in the downloads of malware.
We have identified interesting features of a coordinated attack performed via
independent IP addresses.

This paper proposes a useful scheme for detecting and identifying coordinated
botnet attacks. We aim to improve the accuracy of the infection estimation by
introducing new features.
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