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Now video surveillance systems are being widely used, the capability of ex-
tracting moving objects and estimating moving object density from video se-
quences is indispensable for these systems. This paper proposes some new
techniques of crowded objects motion analysis (COMA) to deal with crowded
objects scenes, which consist of three parts: background removal, foreground
segmentation, and crowded objects density estimation. To obtain optimal fore-
grounds, a combination approach of Lucas-Kanade optical flow and Gaussian
background subtraction is proposed. For foreground segmentation, we put for-
ward an optical flow clustering approach, which segments different crowded ob-
ject flows, and then a block absorption approach to deal with the small blocks
produced during clustering. Finally, we extract a set of 15 features from the
foreground flows and estimate the density of each foreground flow. We employ
self organizing maps to reduce the dimensions of the feature vector and to be
a final classifier. Some experimental results prove that the proposed technique
is useful and efficient.

1. Introduction

At present, video-surveillance systems are widely used in banks, highways, ho-
tels and other places. With the development of computer vision and pattern
recognition, more and more video-surveillance systems employ crowded objects
motion analysis (COMA) techniques. COMA techniques include object detec-
tion, foreground segmentation, abnormal behavior detections, and object density
estimation. COMA is attracting more and more interest 1).

There exist several challenges in the field of COMA. (1) How to detect an opti-
mal foreground which contains all of the targets without any noise. Because some
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slow moving objects are easily classified as background objects, and crowded ob-
jects scenes always contain much noise, such as shaking leaves, weather changing,
windows, and so on, getting an optimal foreground is very difficult. (2) How to
segment a crowded objects scene into several parts with objects moving in dif-
ferent directions. It is hard to find out the exact watershed of moving targets
in a complex crowded objects scene. (3) How to extract available features from
a crowded objects scene for detecting abnormal behavior or estimating crowd
density.

In this paper, we propose three new techniques to solve these three challenges
respectively. First, we propose a background removal approach which combines
dense optical flow with a Gaussian background model. Using this approach,
most noise is eliminated and an optimal foreground can be obtained. Second,
we propose a clustering approach based on optical flow, which is employed to
segment the foreground into different flows. This clustering is similar to K-means
clustering, but our approach involves supervised learning classification and can
be used to segment both regular moving videos and irregular moving videos.
Because the optical flow is not exact and some misclassification blocks appear
during clustering, we propose a block-absorption approach to solve this problem.
Third, according to texture analysis and moment analysis on foreground images,
we extract a set of features to estimate the flow density and classify the flows
into different groups.

This paper is organized as follows. Section 2 discusses some current works on
COMA. Section 3 describes the proposed techniques in detail. Some experimen-
tal results and discussion are shown in Section 4. Finally, the paper is concluded
in Section 5.

2. Related Works

Currently, in the area of background removal, there are three common methods.
The first is frame differencing which calculates difference in gray of each pixel
using the two, or more, adjacent frames, and then determines the foreground area
by setting a threshold. Based on this idea, some improved methods have been
proposed 2),3). Frame differencing is effective for dynamic backgrounds, but when
the objects are moving fast or slowly, the detection results are not good. The
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second is background subtraction which calculates difference in gray between the
current image and the background image, then detects the foreground area by
setting a threshold. Generally, there are two methods to obtain a background
image. (1) Manually appointing one image as the background. (2) Training
background using images, such as the Gaussian background model and so on 4),5).
These methods are good at dealing with complex backgrounds, but are sensitive
to illumination changes and always produce much noise. The third is an optical
flow method which calculates the optical flow field instead of the velocity field 6).
However, the calculation of optical flow is complex, and this method is sensitive to
noise. There are several kinds of optical flow methods, of which the Lucas-Kanade
method is widely used to detect crowded objects. The weakness of this method
is that it produces much noise because it is sensitive to illumination changes.

In general, foreground segmentation can be divided into two categories: static
image segmentation and video segmentation. We only consider the later in this
paper. Lauer employed spectral clustering of linear subspaces for motion segmen-
tation 7). This method tracks feature points of motion area and segments different
objects through spectral embedding and clustering of linear subspace. Brendel
carried out video object segmentation by tracking regions 8), the author assumed
that moving objects occupied the same size of region in each frame. Huang
proposed hypergraph cut method, which initially over-segment image into small
patches, then a hypergraph structure is built to represent the complex spatio-
temporal neighborhood relationship among the patches, finally, the patches with
the same attribute value are combined together 9).

The research on COMA mainly concerns two fields, abnormal behavior de-
tection and crowded objects density estimation. In the first field, the general
approach consists of modeling normal behaviors, then estimating the deviations
between the normal behavior model and the observed behaviors. If the devia-
tion is larger than threshold, that means abnormal behavior appears 10)–12). In
the second field, because crowded objects density is an important feature and
crowded objects of high density should receive more attention. Therefore, den-
sity estimation is attracting more and more interests. Recently, Chan adopted
the mixture of dynamic texture to segment the crowds moving in different direc-
tions and extracted a set of 28 features to estimate the number of pedestrians in

each flow 13),14). Ma derived a mathematical relation for geometric correction for
the ground plane 15). A linear relation between the number of pixels and number
of people was derived by applying the geometric correction. Both the methods
assumed that the number of foreground pixels are proportional to the number
of targets, which is only true when there are no serious occlusions among the
targets. Marana proposed a real-time crowd density estimation approach using
texture analysis in which a set of features could be extracted from gray-level
co-occurrence matrix (GLCM) 16). H. Rahmalan proposed translation invariant
orthonoraml Chebyshev moments (TIOCM) which is improved from orthonormal
Chebyshev moments (OCM), and then the author employed TIOCM in crowd
density estimation and made a comparison between GLCM and TIOCM 17). A
useful evaluation parameter is the rate of true classification (RoTC), the aver-
age RoTC of GLCM and TIOCM are 70% and 80%. There are two reasons for
the low RoTC, one is background noise, the other is some features have little
relationship with crowded objects density.

3. Proposed COMA Technique

Our approach is composed of three parts, background removal, foreground
segmentation, density estimation and flow classification. In this section, we will
illustrate each part in detail.

3.1 Background Removal
Background removal or foreground detection is the basis of our framework, the

result of foreground detection will directly decide the performance of foreground
segmentation and density estimation. Because crowded objects movement is
wide-area, it is necessary to detect the change on every pixels, so Lucas-Kanade
(LK) optical flow is the best choice. If I(x, y, t) is the intensity of pixel m(x, y)
at time t, vm = [vx, vy] is the velocity vector of pixel m(x, y), then after a short
time interval Δt, the optical flow constrain equation is

∇I · vm +
∂I

∂t
= 0 (1)

where ∇I = [ ∂I
∂x , ∂I

∂y ]T is the spatial intensity gradient vector. Because vm is
2-dimension variable, we need more constraints to settle this question. So far
there are a lot of methods to solve Eq. (1) where LK optical flow is a quite well
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solution. It estimates vm by v expressed in Eq. (2) on the assumption that vm is
a constant in a small spatial neighborhood Ω.

∑
m∈Ω

W 2(m)
(
∇I · v +

∂I

∂t

)2

. (2)

In Eq. (2), W 2(m) is a window function making the central part of the
neighborhood has greater weight than the peripheral part. For the pixels mi

(i = 1, 2, · · · , n) in Ω, the solution v of Eq. (2) can be obtained by
v = (AT W 2A)−1AT W 2b (3)

where
A = (∇I(m1), · · · ,∇I(mn))T ,

W = diag(W (m1), · · · ,W (mn))
and

b = −
(

∂I(m1)
∂t

, · · · , ∂I(mn)
∂t

)T

.

As mentioned, because LK method calculates optical flow on every pixels, it can
detect all the changes between adjacent images. However, optical flow methods
are very sensitive to illumination change, it is difficult to find a proper threshold
to segment foreground and background by LK method. In fact, no matter how
to make a choice, the detection result may either lose some foreground area
or contain some background noises. Obviously we can not obtain an optimal
foreground by LK method. Therefore, we present a new approach by combining
LK optical flow with Gaussian background subtract (GBS) method to get an
optimal foreground 18), we name this approach optical flow and background model
(OFBM).

The proposed background removal approach OFBM is shown in Fig. 1, in which
we apply LK optical flow and GBS in parallel. On the one hand, we firstly use the
two adjacent images f(x, y, t − 1) and f(x, y, t) to calculate the LK optical flow
field, then median filter and Gaussian filter are used to eliminate high-frequency
noises and salt and pepper noises respectively. After that we use a threshold Tlk

to segment optical flow field to get LK foreground mask flk(x, y, t). Since the
optical flow vector on each pixel has magnitude and phase values, we only make

Fig. 1 Outline of proposed background removal approach OFBM.

use of magnitude information to segment foreground, all pixels which have lower
magnitude value than Tlk will be classified as foreground. Our test results show
the range of Tlk is [0.05, 0.20], choosing smaller Tlk will produce larger foreground
area including background noises, while choosing bigger threshold may lose some
foreground area. In order to detect all the movement area we select the smallest
value 0.05, then we try to eliminate the noises in the foreground mask flk(x, y, t).
On the other hand, GBS method is used to get another foreground mask where
the scale filter is employed for segmenting foreground and background. In the
scale filter, we set another threshold Tg which means block area. For an obtained
foreground image, if a pixel block has smaller size than Tg, it will be classified
as background, otherwise it is kept as foreground. Hence, we can get another
foreground mask fg(x, y, t). The value of Tg should be smaller than any single
object, so that fg(x, y, t) can keep all foreground area. As like LK method, we
choose the smallest Tg to obtain the largest foreground mask fg(x, y, t).

Finally, we take logical conjunction on the two masks and operate morpholog-
ical processing to joint the adjacent areas and exclude small blocks in the fore-
ground 19), then an optimal foreground fore(x, y, t) can be obtained as shown
in Fig. 1. Noted that though both flk(x, y, t) and fg(x, y, t) contain noises, the
noise in flk(x, y, t) is caused by brightness alteration and randomly appears on
the profiles of objects, the noise in fg(x, y, t) occurs on the edge of objects and
appears at the same place. Because the two noises appear at different place, we
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can eliminate most background noises by using logical conjunction processing.
3.2 Foreground Segmentation
Generally, objects in foreground move toward different directions, in another

word, foreground area consists many flows. As shown in Fig. 2, (a) shows people
in a Marathon game and (b) shows pedestrians at crosswalk. It can be seen
that Fig. 2 (a) contains two flows, top-to-bottom flow by red color and bottom-
to-top flow by blue color. Figure 2 (b) contains three flows, people crossing the
pavement in opposite directions and people walking along the street. To analyze
the movement in different flows, it is necessary to segment foreground. Since we
use LK optical flow to detect foreground and optical flow field implies movement
on every pixels, we propose a new approach to segment optical flow field.

K-means clustering is widely used in image segmentation and data analysis,
which is useful tool to classify samples with different properties into different
groups 20). After the initial setting, this method can be used to deal with large
amount of data in short time. In our framework, we apply K-means method
to segment foreground optical flow field. We denote K is the initial number of
clustering centers, v = (u, v)T is the velocity vector and θ is the angle of v,
0◦ ≤ θ < 360◦, N is the number of foreground pixels. Initial clustering centers
are {0◦, 360◦/K, 2× 360◦/K, · · · , (K − 1)× 360◦/K}, threshold of clustering α =
360◦/(2K), threshold of clustering combination β = 360◦/K, times of clustering
T = 20. The algorithm is as follows:
Step 1 Initial clustering.

(a) (b)

Fig. 2 Examples of crowds with different flows.

for 1 ≤ i ≤ N

if |θi − cj | ≤ α, cj ∈ {0◦, 360◦/K, 2 × 360◦/K, · · · , (K − 1) × 360◦/K}
vi(u, v)T is classified to clustering j;
the number of samples of clustering j nj is added 1;

Step 2 New clustering centers calculation.
for 1 ≤ j ≤ K

c′j =
∑nj

i=1 θi/nj ;
Step 3 Combining similar clusterings.

if |c′p − c′q| ≤ β, 1 ≤ p, q ≤ K

c′q =
∑np+nq

i=1 θi/(np + nq);
c′p = c′q;
else
end of clustering.

Step 4 Return to Step 1 and restart clustering.
This approach can be used to segment all kinds of images, for images with

complicated movement, objects moving towards every directions, we assign K a
large value, such as 16 or 32. If objects move regularly, like Fig. 2, we assign K

a small value, such as 4. In our test, we can segment most images with K = 4.
Figure 3 shows the framework of proposed approach, it can be seen that, many

Fig. 3 A framework of K-means clustering on foreground image.
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small patches appear after segmentation. There are three reasons. (1) LK method
calculates optical flow on every pixels, if some object was so large that the moving
distance between adjacent frames was less than the size of the object, optical flow
of some pixels on the object may be not same as the movement. (2) When two
neighboring objects moving toward different directions, optical flow on the edge
of objects may be chaotic. (3) There exists calculation errors in optical flow field.

To solve this problem, we propose a block-absorb approach, which is shown
in Fig. 4. It can be seen that after clustering the foreground is segmented into
three parts, red, blue and white, but the small blocks make the clustering result
disordered. The block-absorb approach is proposed to remove these small blocks.
It is easy to understand two conjoint blocks with the same color become one bigger
block, so we try to absorb the blocks by changing the colors. Considering the size
of single object, we set a block area threshold L = 200, all the blocks smaller than
L will be absorbed, except isolated blocks that are surrounded by background.
Then we arrange and count the blocks, and denote M as the number of blocks.
Next, we change the color of one block and count the number of blocks again. If

Fig. 4 A framework of block-absorb approach.

we found M changing to M − 1, that means this block is absorbed successfully,
if not, we change to another color. Since at most there are three colors in the
foreground, so we can absorb one block by twice color-change. Then the next
block is going to be absorbed, until M = 0. After 5 times block-absorb, all the
small patches disappear. The result of this approach can be seen in Fig. 4.

3.3 Density Estimation
The final goal of COMA is to extract features from foreground and analyze

objects movement 1). As above mentioned, abnormal detection and density es-
timation are two approaches of motion analysis. In this paper, we focus on the
second approach, crowded objects density estimation and flow classification. Ob-
jects density is special characteristic of foreground image, based on the result of
foreground segmentation, we estimate objects density on each flow respectively.

3.3.1 Definition of Classification
To carry out COMA exactly, crowded objects with different densities should be

classified and received different level of attention. Noted that for different size of
targets, we should define different classifications. For example, human is smaller
than car but larger than fish, it is improper to use the same standards to classify
human flow, car flow and fish flow. In this paper we take human videos and car
videos for test, so we define two kinds of classification. For human videos, we
use the same standard as Rahmalan proposed, which is shown in Table 1 16).
Table 2 shows the classification definition for car videos. It can be seen that,

Table 1 Classification of human flows.

Level Range of people Group
A <20 Very Low Density
B 20–40 Low Density
C 40–60 Moderate
D 60–80 High Density
E >80 Very High Density

Table 2 Classification of car flows.

Level Range of cars Group
A <10 Low Density
B 10–20 Moderate
C >20 High Density
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human flows are classified into five groups and car flows are classified into three
groups.

3.3.2 Feature Extraction
To estimate crowded objects density, we should exact efficient features from

each flow. The existing methods extracted texture feature 16) or moment fea-
ture 17) for estimation and the results are not satisfactory, because each of the
features cannot indicate density exactly. For improving accuracy of density esti-
mation, we propose a new approach that from each flow, as many as four kinds
of features are extracted and all of them are closely related to crowded objects
density. These features are illustrated as follows:

Area feature: Area means total number of pixels in each flow, large fore-
ground area implies high density objects.

Edge feature: Edge means total number of edge pixels in each flow. It is easy
to understand that high density crowds contain complex edge information.

Moment feature: Moment feature M00 =
∑m

i=1

∑n
j=1 f(i, j)/

√
m × n is the

zeroth order orthonormal Chebyshev moment of each flow, where m×n is the size
of image, f(i, j) is the value of pixel (x, y). Rahmalan has proved that low order
orthonormal Chebyshev moment is useful in crowd density estimation 17), the
author employed zeroth order, first order and second order moments to carry out
estimation and the average rate of true classification is about 80%, which is not
high. According to a survey paper 21), the first order moments of image are used
to locate the center of mass; the second order moments are used to determine
the principle axes of the object in image, obviously both first and second order
moments have little relationship with crowd density. So we only extract zeroth
order moment as feature in our approach.

Twelve texture features: Texture analysis has been proved very useful for
crowd motion analysis in different papers 16),22),23). A set of texture features can
be extracted from the gray-level co-occurrence matrix (GLCM), in which the
Contrast, the Homogeneity, the Energy and the Entropy are always used for
estimating density. However, when extracting these features for estimating, the
rate of true classification is about 70%, which is not a good result. We propose
new features from GLCM which can represent crowd density more exactly. The
definition is as follows:

TF = − ln
∑
i,j

M(i, j)2 −
∑
i,j

M(i, j) ln M(i, j), (4)

in which M is the GLCM of each flow. In fact, this feature contains the Energy
and Entropy of GLCM, where the Energy implies complexity of image, high
complex image has small value of the Energy, the Entropy shows distributing of
elements in GLCM, a GLCM with even distribution produces large Entropy 24).
It means an image with high crowded objects should have small Energy, large
Entropy and accordingly large value of TF . We extract TF by the following
steps:
Step 1 The RGB foreground image is changed into three channels of gray im-

ages.
Step 2 The 256-level gray images are changed into 64-level gray images.
Step 3 Each gray image is used to calculated 4 GLCM with different θ:

0◦, 45◦, 90◦ and 135◦.
Step 4 Extracting TF from each GLCM.

So we extract 12 features from texture analysis, totally, 15 features are used for
estimating flow density. Since both Marana and Rahmalan used self organizing
maps (SOM) 25) as a final classifier, we also use it in our framework. The set of
15 features is used as feature vector by SOM neural network to classify flows into
different levels.

4. Experiments and Discussion

We have verified our approach on 10 videos shown in Fig. 5 where 8 of them
are human videos and 2 videos are car videos. We selected 1,776 images as our
dataset, and the size of each image is 320 × 240. Since our framework is made
up of three parts, our experiments are carried out in three steps. The first step
is to evaluate the performance of background removal, the second step is to test
the result of foreground segmentation and the last step is to evaluate crowded
objects density estimation and classification, which are illustrated respectively as
follows.

4.1 Background Removal Result
We randomly picked up 100 images from dataset to test OFBM. We firstly

marked foreground area on each image, which is considered as “ground truth” of
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Fig. 5 10 different videos used in experiments.

foreground, then we compared the experimental foreground result and the “true
value”, finally we calculated the error rate ERbr of background removal approach
as follows,

ERbr =
|Areal − A|

Areal
× 100% (5)

where Areal is the “ground truth” of foreground, A is the foreground area ob-
tained by our approach. After testing the 100 images, the average error rate
ERbr is 4.64%. As comparison, we also calculated the error rate of LK optical
flow and GBS methods and the results turned out 22.3% and 12.7%. Obviously,
our approach is much better and foreground detection is more accurate. Fig-
ures 6 to 8 show three groups of image result, each group contains four images,
(a) the original image, (b) the LK foreground image, (c) the GBS foreground
image and (d) OFBM foreground image. Figure 6 (a) is a picture of marathon
game, which contains a large number of people and there are a lot of movement
in the background. It can be seen that the result of GBS method is very bad,
but by using our approach OFBM, most noise is eliminated. Figure 7 (a) is a
picture of students, though GBS result is good, LK result includes much noise
caused by illumination change. The same situation happens in Fig. 8, where
Fig. 8 (a) is a picture of highway cars. From Figs. 7 (d) and 8 (d) we can see that
OFBM approach is robust to illumination change.

4.2 Foreground Segmentation Result
We selected another 100 images for foreground segmentation test, after using

optical flow clustering, we employed the block-absorb approach to remove small

(a) original image (b) LK foreground

(c) GBS foreground (d) OFBM foreground

Fig. 6 Background removal result of marathon image.

(a) original image (b) LK foreground

(c) GBS foreground (d) OFBM foreground

Fig. 7 Background removal result of students image.

blocks. As mentioned, a threshold L is employed to determine which block will
be absorbed, where L = 200 is a suitable value verified by many experimental
results. As comparison, a clustering image is disposed using three threshold
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(a) original image (b) LK foreground

(c) GBS foreground (d) OFBM foreground

Fig. 8 Background removal result of highway cars image.

(a) original image (b) clustering image

(c) L = 50 (d) L = 200 (e) L = 350

Fig. 9 Absorbing result with different thresholds.

separately (50, 200, 350), and the result image is shown in Fig. 9. As can be seen,
when using small threshold (L = 50), the blocks can not be absorbed completely
(Fig. 9 (c)). If using large threshold (L = 350), some foreground regions will be
misclassification (Fig. 9 (e)). L = 200 is the proper selection.

In addition, we show 3 groups of image results in Fig. 10, Fig. 10 (a1) is a
picture of marathon game, Fig. 10 (a2) is a picture of students and Fig. 10 (a3)

(a1) (b1) (c1)

(a2) (b2) (c2)

(a3) (b3) (c3)

Fig. 10 3 groups of foreground segmentation results. Each group contains three pictures, the
original image, the initial segmentation result image and the result of block-absorb.

is a picture of highway cars. Our foreground segmentation consists of two steps,
initial foreground segmentation and block-absorb. After initial segmentation,
the foregrounds of marathon image and car image are separated into two parts
Fig. 10 (b1)(b3), which is consistent with the observation. The foreground of
students image is divided into three parts, red, green and white Fig. 10 (b2), be-
cause some objects are big and move slowly so that the optical flow is disordered.
When using block-absorb approach, the red color is absorbed successfully and
the foreground is segmented into two parts Fig. 10 (c2).

We have compared our approach (Fig. 11 (a)) with spectral clustering 26)

(Fig. 11 (b)) and particle dynamics segmentation 10) (Fig. 11 (c)). From Fig. 11 (c)
we can see that the image is segmented into three parts colored in blue, red and
yellow. The blue region shows the background, the red part and yellow part are
two flows with opposite moving directions. In fact, there are small flows in the
red and yellow parts, but this method can not detect, which implies that the
performance of dynamic segmentation should be improved. Spectral clustering is
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(a) Our approach (b) Spectral clustering (c) Dynamic segmentation

Fig. 11 Comparison result of three foreground segmentation methods.

Table 3 Numerical result of human flows classification.

Level A: Very Low B: Low C: Mid D: High E: Very High
Truth Value 93 176 238 251 225
Test Value 88 191 203 299 202

Rate of Truth 94.6% 92.1% 85.3% 83.9% 89.8%

similar with our approach, but it carries out segmentation on sparse optical flow
field. So the result image (Fig. 11 (b)) only shows the approximate segmentation,
we can not find clear boundaries between flows. Compared to these two meth-
ods, our approach can detect large and small flows, and by using block-absorb
method, we can find the exact boundaries, as shown in Fig. 11 (a).

4.3 Density Estimation Result
We picked up 800 human images to test crowded objects density estimation,

400 images were used for training and the other 400 were used for classification.
Because each image contains two or three flows, totally there are 983 flows in
400 images. After manual estimation, these flows are classified into five levels
according to Table 1. Then we employed our approach to classify all the 983 flows,
the numerical result is listed in Table 3. It can be seen that the average true
classification rate is 86.2%, compared with two methods proposed by Marana 16)

and Rahamalan 17), in the former 73.89% of the test images are correctly classified
using real-time crowd density estimation and in the latter the true classification
rate of TIOCM is about 80%. There are two reasons for the low rates of the
methods, one is that both the methods estimated density on whole image and
the background noise (floor texture, background movement and so on) led to
misclassification. The other is the extracted features could not efficiently reflect
crowd density, such as second-order moments and the Homogeneity.

Table 4 Numerical result of car flows classification.

Level A: Low B: Mid C: High
Truth Value 32 130 38
Test Value 46 110 44

Rate of Truth 69.5% 84.6% 86.3%

We carried out the same experiment on 200 car images, in which 100 images
for training and 100 images for test, which contain 200 flows. The numerical
result is shown in Table 4, the average true rate is 80.1%, which is not high
because of the various sizes of cars and occlusions. Since no one estimated cars
density before, our approach is just a start to induce others to come forward with
valuable contributions.

As experiment results, when we estimated crowded objects density on every
frame, it took about 35 seconds to deal with 10-second video sequence on a PC
of 2.4 GHz CPU and 2.0 GB memory. However, for practical application, we need
not to estimate every image. When carrying out density estimation at intervals
of 10 frames, it can be implemented on real time.

5. Conclusion

This paper proposes some new techniques of COMA, which consists of back-
ground removal, foreground segmentation and crowded objects density estima-
tion. To obtain an optimal foreground image, we propose a background removal
approach OFBM, which can eliminate most background noises caused in LK and
GBS methods and detect all foreground. In the part of foreground segmentation,
we propose optical flow clustering and block-absorb approach. Since the optical
flow field implies all the changes in original image, we segment optical flow field.
After initial segmentation, there are some small blocks in the flows, so we employ
block-absorb approach to deal with them. Finally, based on the result of fore-
ground segmentation, crowded objects density estimation on each flow is carried
out.

Experimental results show that the proposed approach is efficient. First, the de-
tected foreground contains less noise than that of LK and GBS methods. Second,
optical flow clustering and block-absorb are useful in foreground segmentation.
With proper K, the proposed algorithm can be used to segment different videos.
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Third, the proposed density estimation approach is more accurate than former
methods, because there is no background influence and the extracted features
are more efficient.

However, there are two factors that influence the result of proposed framework.
The first one is the optical flow. In our framework, both background removal
and foreground segmentation employ LK optical flow, but LK optical flow is not
exactly, which will influence the performance of our framework. The other factor
is occlusions in crowd scene. When too many objects gather together, there will
be much occlusions in the crowd. The occlusions make it very difficult to estimate
crowd density, because the texture of foreground becomes chaotic and the edge
is hard to find out. For future work, we want to solve these two problems and
improve the performance of our approach.
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