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Abstract

The existence of several technologies for measuring gene expression and the

growing number of available large-scale gene expression microarrays motivate

the need for cross-platform analysis tools. Cross-platform analysis of microarray

data is an important problem, which heavily relies on the choice of a similarity

function. For a classification task, a good similarity function should improve

the prediction performance. It should also be easy to compute, and provide new

biological insights of the data. However in practice, choosing a good similarity

function for multi-platform microarray data is a difficult problem. In this work,

our goal is to improve the performance of microarray search engines such as

CellMontage. Therefore, we focus the ranking task rather than the classifica-

tion task. Our ranking-based approach compares favourably to several similar-

ity functions, including the Pearson and Spearman Correlation coefficients, the

Euclidean distance, Linear Discriminant Analysis, and Neighbourhood Compo-

nent Analysis. Experiments show that our method can be used to differentiate

different types of cells with high accuracy, including induced pluripotent stem

cells, embryonic stem cells, and cancer cells.
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1. Introduction

The use of microarray data has become a common approach for studying vari-

ous biological phenomena. When analyzing and comparing microarray samples,

it is essential to accurately quantify to which extent two samples are similar.

Therefore, the choice of good similarity functions, or equivalently good distance

functions, is crucial. However, it is often difficult to choose a distance function

relevant to the biological process of interest. In addition, microarray datasets

are usually characterized by a small number of samples and a high number of

genes, most of them being irrelevant to the biological process of interest. This

introduces noise which may hinder the use of standard statistical methods. And

last, the existence of different microarray technologies may introduce a bias in

the gene expression measurements, making the comparison of samples from dif-

ferent platforms difficult.

Commonly used distance functions and similarity functions such as Euclidean

distance, Pearson correlation coefficient, and Spearman’s rank correlation coef-

ficient do not provide answers to the previously mentioned problems. Instead,

they consider that all genes are equally relevant and the resulting similarity

scores are not specific to the biological process of interest. This motivates the

need for automatically learning good distance metrics from the available data.

Distance learning algorithms attempt to learn a distance function specific to a

given prediction task, while discarding uninformative genes1),2). Distance met-

rics can also be used for visualization and interpretation purposes, and therefore

are also important for understanding the data. However, most of these ap-

proaches work in a classification setting, i.e. optimize a classification error2)–6).

In this work, our goal is to improve the ranking performance in multi-platform

microarray databases such as CellMontage7). The quality of such systems rely

on their ability to correctly rank the samples rather than their ability to clas-

sify them as relevant or not (see e.g.8),9)). Therefore, we present a new distance

learning approach which focuses on the ranking setting rather than the clas-

sification setting. Previous studies in multi-platform analysis have focused on
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the unsupervised setting10) and the classification setting11). However, to our

knowledge, this work is the first study for ranking multi-platform microarray

data. The rest of the paper is organized as follows. In section 2 we present our

approach for distance learning in the ranking setting. We explain our model

and the implementation’s details. In section 3, we evaluate our approach on

four microarray datasets. We explain our experimental protocol, present re-

lated methods, and analyze the results. We conclude and give suggestions to

improve our approach in section 4.

2. A ranking-based distance learning model

2.1 Model

Pairwise ranking error

First, let S = {(xi, yi)}i=1...n be the database containing the microarray sam-

ples, where xi ∈ Rd is a gene expression vector and yi ∈ [1, . . . , c] is a class label

representing the cell type. We consider an information retrieval (IR) setting12).

A user submits a query to the database. The goal is to present to the user a

list of the database’s samples, sorted by their similarity to the query: the most

similar appear at the top of the list, and the less similar appear at the bottom.

One way to measure the quality of the system’s answer is to compute a

ranking error. Let’s consider the sample (xi, yi) ∈ S as the query. The user is

only interested in other samples similar to the query, i.e. samples with the same

class label yi. Now let’s consider two samples (xj, yj) ∈ S and (xk, yk) ∈ S, such

that xi and xj have the same cell type (i.e. yj = yi), and xk has a different cell

type (i.e. yk 6= yi). As xi and xj belong to same class, we expect xi to be closer

to xj than it is to xk. If we consider the Euclidean distance, this means that

||xi − xj||2 should be smaller than ||xi − xk||2. When it is not the case, there is

a ranking error. We can now consider the following quantity:

J||xi − xj||2 > ||xi − xk||2K =

 1 if xi is closer to xk than xj

0 otherwise
(1)

where JpK = 1 if the predicate p is true, 0 otherwise. In other words, this
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quantity equals 1 when there is a ranking error, 0 otherwise. Considering (xi, yi)

as the query, we can now compute the ranking error E over the whole dataset:

E =
∑

(xi,yi)∈S

1

αi

∑
j∈Ci
j 6=i

∑
k 6∈Ci

J||xi − xj||2 > ||xi − xk||2K

where Ci = {j = 1 . . . n|yj = yi} is the set of indices corresponding to class yi

and αi is the number of pairs (j, k) such that xi and xj belongs to the same class

while xi and xk belong to different classes: αi = |{(yj, yk)|j ∈ Ci, j 6= i, k 6∈ Ci}|.
With such a normalization we have Ei ∈ [0, 1], with Ei = 0 (resp. 1) if all the

pairs are correctly (resp. incorrectly) ordered.

Learning a Mahalanobis distance

The previous ranking error E uses the standard Euclidean distance function

for ranking the samples: d(xi, xj)
2 = (xi −xj)

T (xi −xj) = ||xi −xj||2. However

for a given ranking problem, this may not be appropriate and lead to a high

ranking error. Therefore, our goal is to learn an appropriate distance function

from the available data. To this end, we will consider the Mahalanobis distance:

d(xi, xj)
2 = (xi−xj)

T AT A(xi−xj) = (Axi−Axj)
T (Axi−Axj) = ||Axi−Axj||2

parameterized by the matrix A ∈ Rk×d. It is clear that the Mahalanobis distance

is equivalent to a linear projection with A, followed by the standard Euclidean

distance. Replacing the Euclidean distance with the Mahalanobis distance in

equation 2.1, the ranking error now writes:

E(A) =
∑

(xi,yi)∈S

1

αi

∑
j∈Ci
j 6=i

∑
k 6∈Ci

J||Axi − Axj||2 > ||Axi − Axk||2K

Equation 2.1 contains boolean predicates which are not differentiable. There-

fore the cost function E(A) is difficult to minimize. As13) suggested, we will use

Jx < 0K ≤ exp(−x), and consider the following upper bound:

F (A) =
∑

(xi,yi)∈S

1

αi

∑
j∈Ci
j 6=i

∑
k 6∈Ci

exp
(
||Axi − Axj||2 − ||Axi − Axk||2

)
The new cost function 2.1 is now differentiable, and is easier to minimize

with simple gradient descent strategies. However, the computation of F (A) is

expensive, as it requires to consider triplets of examples (xi, xj, xk). Since we
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want to use our approach with large-scale datasets, a more efficient computation

is required. Denoting xij = xi − xj, we can rewrite F (A) as:

F (A) =
∑

(xi,yi)∈S

1

αi

 ∑
j∈Ci
j 6=i

exp ||Axij||2


 ∑

k 6∈Ci

exp−||Axik||2
 (2)

With this form, the computational complexity of F (A) is now O(n2k + ndk).

We will use standard gradient descent strategies to minimize F . Let’s differen-

tiate the cost function F with respect to the projection matrix A:

∂F

∂A
= −2A

∑
(xi,yi)∈S

1

αi


 ∑

j∈Ci
j 6=i

exp ||Axij||2


 ∑

k 6∈Ci

xikx
T
ik exp−||Axik||2



+

 ∑
j∈Ci
j 6=i

xijx
T
ij exp ||Axij||2


 ∑

k 6∈Ci

exp−||Ax2
ik

 

The computational complexity of the derivative ∂F/∂A is O(n2dk).

3. Experiments

3.1 Experimental protocol

Ranking error

Let S be the test set and T be the training set. In order to evaluate how good

a distance function is for the ranking task, we compute the normalized ranking

error on the test set. It is defined as follows:

E(A) =
∑

(xi,yi)∈S

1

αi

∑
j∈Ci

(xj ,yj)∈T

∑
k 6∈Ci

(xk,yk)∈T

J||Axi −Axj||2 > ||Axi −Axk||2K ∗
1

0.5

We divided the ranking error J||Axi−Axj||2 > ||Axi−Axk||2K by 0.5, which

corresponds to the expected error of a random predictor. Hence, a perfect

ranking algorithm will achieve E = 0 on the test set, while a random pre-

dictor will achieve E = 1. For all the following experiments, we performed a

20-fold cross-validation and computed the average ranking error on the test sets.
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Pre-processing

In microarray datasets, the number of genes is typically much higher than

the number of samples. This situation may lead to overfitting problems and

hinder further analysis. By removing uninformative genes, feature selection

methods have proven useful in this context14). In this work, we used the Pear-

son correlation coefficient to select the most important genes prior to distance

learning15).

3.2 Comparison to other methods

We compared our ranking-based approach to two other well known distance

learning approaches: Linear Discriminant Analysis and Neighbourhood Compo-

nents Analysis. Linear Discriminant Analysis (LDA) learns a linear projection

such that the classes are well separated in the projected space (see e.g.3)). The

algorithm maximizes the variance between the classes while minimizing the vari-

ance within the classes. The computational complexity of LDA is dominated

by the computation of the inverse matrix and the resolution of the eigenvalue

problem, resulting in O(D3 + D2N).

Neighbourhood Components Analysis (NCA)1) learns a linear projection that

optimizes a stochastic variant of the classification error in the nearest neighbour

scheme. The computational complexity of NCA is O(N2K + NDK). In [15],

experimental evaluation shows that NCA compares favourably to LDA and

PCA with respect to the classification accuracy. In addition to LDA and NCA,

we also used three standard distance functions: the Euclidean distance (ED),

the Pearson correlation coefficient (PCC) and the Spearman’s rank correlation

coefficient (SRC)16).

3.3 Results

In this section, we present ranking results on four datasets. We generated

each dataset according to a biological task. With the first two datasets, we

want to study the relationships between different cell types and identify the cell

types across several platforms. With the third dataset, we study the relationship

between cancer cells and ES cells and try to identify the cancer cells from the

ES cells and brain cells. With the fourth dataset, we want to study iPS cells
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and identify from which cell types they are derived.

Multiple cell types datasets

To study multiple cell types across several platforms, we generated two multi-

platform microarray datasets as follows. First, we ranked the CellMontage?1

platforms according to the number of samples they contain. For dataset A,

we selected the six largest platforms. Then, we selected the seven most repre-

sented cell types in these platforms: muscle, liver, kidney, brain, lung, skin, and

intestine. This resulted in 2, 778 samples, with 913 genes common to the six

platforms. For dataset B, we selected the three largest platforms and the three

most represented cell types in these platforms: muscle, liver, and kidney. This

resulted in 1, 064 samples, with 8, 229 genes common to the three platforms. In

both datasets, each cell type is considered as a class label. The ranking results

are shown in table 1.

For dataset A, the best performance of ED is 0.47 with 1000 genes, that

of PCC is 0.26 with 100 genes, and that of SRC is 0.83 with 10 genes. For

dataset B, the best performance of ED is 0.56 with 1000 genes, that of PCC

is 0.51 with 1000 genes, and that of SRC is 0.86 with 10 genes. We can see

that PCC achieves the best prediction accuracy out of these three methods

on both datasets, and seems to be a good method when combined with gene

selection. However, the performance of the three methods highly depend on

the number of selected genes. The reason is that ED, PCC, and SRC are

unsupervised methods, and do not select genes specific to the ranking task.

Therefore, it is difficult to select the optimal number of genes. On both datasets,

NCA achieves better results for all values of the projection rank. The best

performance of NCA is 0.13 with 2 and 10 dimensions on dataset A, and 0.29

with 2 dimensions on dataset B. The improvement of NCA over ED, PCC, and

SRC was expected since it is supervised method, which uses the class labels to

compute a good distance function. Finally, our ranking-based approach achieves

the highest prediction accuracy on both datasets. The ranking error is 0.02 for

?1 http://cellmontage.cbrc.jp/

IPSJ SIG Technical Report

ⓒ 2011 Information Processing Society of Japan8

Vol.2011-BIO-24 No.9
2011/3/11



Gene filtering Distance function Projection rank Dataset A Dataset B

10 ED - 0.81 0.72

10 PCC - 0.68 0.68

10 SRC - 0.83 0.86

100 ED - 0.49 0.64

100 PCC - 0.26 0.54

100 SRC - 0.97 0.95

1000 ED - 0.47 0.56

1000 PCC - 0.35 0.51

1000 SRC - 0.98 0.97

- NCA 2 0.13 0.29

- NCA 5 0.14 0.36

- NCA 10 0.13 0.37

- Ranking 2 0.02 0.07

- Ranking 5 0.02 0.05

- Ranking 10 0.02 0.06
Table 1 Ranking results between cell types on two different datasets.

all values of the rank projection on the dataset A, while the best ranking error

is 0.05 with 5 dimensions. These results suggest that there is a compromise for

choosing the optimal rank projection. If the rank is too small, the resulting

projection is too constrained and can not achieve optimal accuracy. However,

if the rank projection is too high, the model may overfit the training data and

perform poorly on the test data. Overall, our approach achieves a high-quality

identification of cell types in a multi-platform context.

Cancer cells dataset

Next, we want to study the difference between cancer cells, ES cells and

brain cells. We selected a platform containing these three cell types, resulting

in 140 samples and 24, 353 genes. Each of the three cell types is considered as

a class label. Because of the high number of genes, we used gene selection as

pre-processing before using distance learning methods. The ranking results are

shown in table 2.
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Gene filtering Distance function Projection rank Ranking error

- ED - 0.57

- PCC - 0.56

- SRC - 1.0

10 ED - 0.61

10 LDA 1 0.34

10 NCA 1 0.04

10 Ranking 1 0.01

1000 ED - 0.42

1000 LDA 1 0.46

1000 NCA 1 0.06

1000 Ranking 1 0.02
Table 2 Ranking results between cancer cells, ES cells, and brain cells.

Without pre-processing, ED and PCC achieve similar performance, while the

performance of SRC is close to random. Again, these three methods can’t

offer any performance guarantee, since they ignore the class labels. In contrast,

LDA, NCA and our ranking-based approach are supervised methods and achieve

better prediction accuracies. LDA achieves 0.34 with 10 genes, while NCA

achieve 0.04 with 10 genes. Even though both methods optimize a classification

error, NCA achieves a high prediction accuracy. This suggests that the optimal

distance functions for ranking and for classification are similar. Nevertheless,

direct optimization of the ranking error can further improve the result, as our

ranking-based approach achieves the best ranking performance, 0.01 with 10

genes. This suggests that these 10 genes seem to contain enough information

to identify cancer cells, ES cells and brain cells. However, those 10 genes can’t

be used directly, as the poor performance of ED shows. This experiment shows

that our approach automatically computes the best linear combination of genes

to achieve the highest prediction performance.

Induced plutipotent stem cells dataset

With this experiment, we want to study the differences between iPS cells of
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Gene filtering Distance function Projection rank Ranking error

- ED - 0.70

- PCC - 0.68

- SRC - 0.93

- NCA 1 0.58

- Ranking 1 0.06

100 ED - 0.74

100 PCC - 0.63

100 SRC - 0.75

100 LDA 1 0.35

100 NCA 1 0.41

100 Ranking 1 0.14
Table 3 Ranking results between types of different iPS cells.

different origins. We selected 12 platforms containing samples composed of iPS

cells. The iPS cells are derived from various cell types, including foreskin fi-

broblasts, neural cells, embryonic cells, and mesenchymal cells. This resulted in

73 samples and 16, 319 genes. When generating the dataset, we considered the

foreskin fibroblasts iPS cells as one class, and all the other iPS cells as another

class. Therefore, our goal was to predict if an iPS cell is derived from foreskin

fibroblasts or from another cell type. The ranking results are shown in table 3.

When we consider all the genes, ED and PCC achieve similar results, while the

performance of SRC is close to random prediction. LDA could not be used due

to the high number of genes. NCA achieves better results (ranking error of 0.58)

by making use of the class labels. Our ranking-based approach achieves the best

results with 0.06. When we select the 100 most informative, the performance of

SRC improves and becomes comparable to that of ED and PCC. LDA and NCA,

which both optimize a classification error, achieve good prediction performance

with ranking errors of respectively 0.35 and 0.41. Once again, our ranking-

based approach achieves the lowest ranking error with 0.14. Interestingly, the

use of all the genes achieves better performance than the use of the 100 selected
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genes. This shows the weakness of gene selection methods such as Pearson

correlation coefficient which considers each gene separately. It ignores genes

that are uninformative when used alone but become informative when used in

combination to other genes. This underlines the advantage of our method, which

considers all the genes simultaneously and computes a combination optimal for

the ranking task.

4. Conclusion

In this work, we presented a ranking-based approach to automatically com-

pute good distance functions (or equivalently, good similarity measures) for

multi-platform microarray data. First we defined a ranking error between vec-

tors, and considered a linear model, i.e. a Mahalanobis distance. Then we

proposed our distance learning algorithm to optimize this ranking error. In or-

der to analyze large scale multi-platform datasets, we also proposed an efficient

implementation of our algorithm. Then we evaluated our approach on four mi-

croarray datasets.

We compared our approach with three standard distance functions as well

as two distance learning algorithms: Euclidean distance, Pearson correlation

coefficient, Spearman’s rank correlation coefficient, Linear Discriminant Anal-

ysis and Neighbourhood Components Analysis. The results showed that ED,

PCC, and SRC show poor prediction performance, independently of the pre-

processing. As we explained previously, these methods ignore the class labels.

Therefore, they are not appropriate for the ranking task. LDA and NCA show

better prediction performance than ED, PCC, and SRC. This improvement was

expected, as LDA and NCA are supervised methods. However, they optimize a

classification error and therefore, are not optimal for the ranking task. In addi-

tion, LDA is computationally and memory intensive when the number of genes

is high, which makes it difficult to use with large datasets. Our ranking-based

approach achieves the best ranking errors on the four datasets and for all pre-

processing strategies. This shows that our approach can be used to differentiate

different types of cells with high accuracy, including induced pluripotent stem
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cells, embryonic stem cells, and cancer cells. In addition, our approach is simple

to implement, efficient, and can be used for better understanding of the dataset.

In our future works, we want to extend our approach in different ways. First,

our approach is limited by its linear nature. We wish to extend it to non-linear

distance learning using the kernel trick4). The second limitation is related to

the cost function we optimized: we defined a ranking error which uniformly

penalizes all the pairs incorrectly ordered for a given list. With this ranking

error, a wrong prediction of the highest ranked samples has the same cost as

a wrong prediction of the lowest ranked samples. However, when querying a

database, we are mainly interested in the results in the top of the list, and the

quality prediction in the bottom of the list is less important. In our future works

we wish to optimize other ranking errors, which focus on the ranking accuracy

of higher ranked samples (e.g. the normalized discounted cumulative gain)17).

Last, we want to use our approach to discover the roles of each gene for a given

cell type. One possible way to do this is to interpret the genes weights of the

projection matrix as importance scores for a given phenotype.
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