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Robust system design is essential to ensure that future electronic systems
perform correctly despite rising complexity and increasing disturbances. In
contrast, today’s mainstream systems typically assume that transistors and in-
terconnects operate correctly over their useful lifetime. Future systems cannot
rely on such assumptions for several reasons: 1. With enormous complexity,
future systems are significantly vulnerable to design flaws. 2. For coming gen-
erations of silicon technologies, several causes of hardware failures, largely be-
nign in the past, are becoming significant at the system-level. 3. Emerging
nanotechnologies, such as carbon nanotubes, are inherently highly subject to
imperfections. At the same time, there is explosive growth in our dependency
on electronic systems. This paper addresses the following major robust system
design goals: 1. New approaches to thorough validation that can cope with
tremendous growth in complexity. 2. Cost-effective tolerance and prediction of
failures in hardware during system operation. 3. Practical ways to overcome
substantial inherent imperfections in emerging nanotechnologies. Significant
recent progress in robust system design impacts almost every aspect of future
systems, from ultra-large-scale computing and storage systems, all the way to
their nanoscale components.

1. Introduction

Electronic systems are an indispensable part of all our lives. Malfunctions
in these systems have consequences ranging from annoying computer crashes,
loss of data and services, to financial and productivity losses, or even loss
of human life. For example, in 2009, a glitch in a circuit board in the
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air-traffic control system resulted in hundreds of flights being canceled or de-
layed. Such impacts continue to increase as systems become more complex,
interconnected, and pervasive. Robust system design is required to ensure that
future systems perform correctly despite rising levels of complexity and increasing
disturbances.

Malfunctions may be caused by hardware or software failures, design errors,
malicious attacks, or incorrect human interactions. Hardware failures are espe-
cially a growing concern due to the following factors:

1. Existing validation methods can barely cope with today’s complexity. New
techniques are essential to minimize the effects of design flaws going forward.

2. With extreme miniaturization of circuits, factors such as transient errors, de-
vice degradation, and variability induced by manufacturing and operating con-
ditions are becoming important. While design margins are being squeezed to
achieve high energy efficiency, expanded design margins are required to cope
with variability and circuit aging. Even if error rates stay constant on a per-bit
basis, total chip-level error rates will grow with the scale of integration. More-
over, difficulties with traditional burn-in can leave early-life failures unscreened.
As a result, a large class of future systems will require tolerance of hardware
errors during their operation.

3. Emerging nanotechnologies are inherently prone to high rates of imperfec-
tions. Nevertheless such technologies are being seriously explored to build highly
energy-efficient systems of the future. The inherent imperfections must be over-
come before such nanotechnologies can be harnessed with practical benefits to
society.

This paper addresses these outstanding challenges, ranging from immediate
concerns blocking progress today to major obstacles in exploratory nanotech-
nologies, as described in the following sections:

1. Thorough post-silicon validation despite enormous complexity (Section 2).
2. Tolerance and prediction of hardware failures (Section 3).
3. Correct circuit operation in emerging nanotechnologies prone to imperfec-

tions (Section 4).
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3 Robust System Design

2. Effective Post-silicon Validation Techniques

Post-silicon validation involves operating manufactured chips in actual applica-
tion environments to validate correct behaviors across specified operating condi-
tions. Post-silicon validation is becoming significantly expensive. Intel reported
headcount ratio of 3 : 1 for design vs. post-silicon validation 121). According to
Ref. 1), post-silicon validation may consume 35% of average chip development
time. Reference 163) observes that post-silicon costs are rising faster than design
costs.

Traditionally, most hardware bugs are caught during pre-silicon verification.
While pre-silicon verification is essential, it alone is not adequate. Post-silicon
validation is becoming essential as well for two main reasons:

1. Simulation speed is several orders of magnitude slower than actual silicon.
Functional bugs, also called logic bugs, caused by design errors often get exposed
during post-silicon validation due to increasing design complexity and design
schedule constraints.

2. For complex systems, bugs caused by electrical interactions, also called elec-
trical bugs, are becoming important 54). Such bugs generally manifest them-
selves only under certain operating conditions (temperature, voltage, frequency).
Examples include setup and hold time problems, signal integrity, and circuit
marginality. Accurate modeling of such interactions is difficult during pre-silicon
verification.

Post-Silicon validation involves four major steps:
1. Detect a problem by applying proper stimuli, e.g., operating system, games,

or functional tests, until a system failure occurs, e.g., crashes, exceptions.
2. Localize the problem to a small hardware block from the system failure.

The stimulus that exposes the bug, e.g., the particular few lines of code from
some application, is also important.

3. Identify (or debug) the root cause of the problem, e.g., an electrical bug
that may be caused by power-supply noise slowing down one or more circuit
paths in the hardware block identified during bug localization.

4. Fix or bypass the problem by (software) patching, circuit editing, or re-
spinning using a new mask.

As pointed out in Ref. 55), the second step dominates post-silicon validation
efforts and costs. Two major factors that contribute to the high cost of existing
post-silicon bug localization approaches are:

1. Failure reproduction which involves bringing the hardware back to an error-
free state, and re-executing the failure-causing stimulus (including instruction
sequences, interrupts, and operating conditions) to reproduce the same failure.
Unfortunately, many bugs are very hard to reproduce. The difficulty of bug
reproduction is exacerbated by asynchronous I/Os, and multiple clock domains.
Techniques to make failures reproducible 45),136),144) can be intrusive, and may
not expose bugs.

2. Traditional bug localization techniques often rely on system-level simulation
for obtaining golden responses, i.e., correct signal values, for every clock cycle
for the entire system, i.e., the processor and peripheral devices. System-level
simulation can be 6 to 9 orders of magnitude slower than actual silicon. Moreover,
expensive external logic analyzers are required to record signal values that enter
and exit through external pins 144).

As a result of the above factors, a functional bug may require hours or days
to be localized vs. electrical bugs that may require days to weeks, and more
expensive equipment 54).

The bug localization step cannot be decoupled from the detection step. In Sec-
tions 2.1 and 2.2, we address both these steps in an integrated fashion. Section 2.1
presents the IFRA technique for post-silicon bug localization in processors. In
Section 2.2, we present the QED technique which enables IFRA-style bug local-
ization to be applied to single-core processors and multi-core System-on-Chips
(SoCs).

2.1 IFRA Post-silicon Bug Localization
IFRA, an acronym for Instruction Footprint Recording and Analysis, overcomes

the aforementioned challenges associated with post-silicon bug localization 111).
Figure 1 presents an overview of IFRA. Special on-chip recorders, inserted
in a processor during design, collect instruction footprints — special information
about flows of instructions, and what the instructions did as they passed through
various microarchitectural blocks of the processor. The recording is done con-
currently during the normal operation of the processor in a post-silicon system
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4 Robust System Design

Table 1 Comparison of various post-silicon bug localization techniques.

Fig. 1 Post-silicon bug localization flow using IFRA.

validation setup. Upon detection of a system failure, the recorded information
is scanned out and analyzed offline for bug localization. Special self-consistency-
based program analysis techniques, together with the test program binary of the
application executed during post-silicon validation, are used for this purpose.
Major benefits of IFRA over existing post-silicon bug localization techniques are:

1. It does not require full system-level reproduction of bugs.
2. It does not require full system-level simulation.
Hence, it can overcome the major hurdles that limit the scalability of existing

techniques. Table 1 compares and contrasts various post-silicon bug localization
techniques. Figure 2 shows three hardware components of IFRA’s recording

Fig. 2 Superscalar processor augmented with IFRA recording infrastructure.

infrastructure for a superscalar processor (listed below). These components incur
an overall chip-level area cost of 1%.

1. Distributed recorders, denoted by ‘R’ in Fig. 2, are placed at each pipeline
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5 Robust System Design

Table 2 Auxiliary information for Alpha 21264-like superscalar processor.

stage to collect footprints of instructions leaving that pipeline stage. Each in-
struction footprint that is associated with a pipeline stage consists of an instruc-
tion ID and auxiliary information (Table 2) describing what the instruction did
at that pipeline stage. Note that, a given instruction will have multiple footprints
in recorders belonging to multiple pipeline stages. The total distributed recorder
storage amounts to 60 Kbytes for an Alpha 21264-like processor. The recording
is done in a circular fashion; i.e., the last few thousand footprints are stored in
a recorder at any time.

2. An ID (identifier) assignment unit assigns an ID to each instruction that
enters the processor. Simplistic ID assignment schemes are inadequate for proces-
sors that may contain multiple clock domains, and/or may execute instructions
speculatively or out of order. A special ID assignment scheme in Ref. 111) en-
ables very short IDs (8 bits for an Alpha 21264-like processor) to be used during
post-analysis to identify instruction footprints that belong to each instruction
that entered the processor.

3. A post-trigger generator detects symptoms of system failure 111). Upon detec-
tion of symptoms, the recording is paused speculatively while the system keeps
running. If the symptom is found to be false, recording is resumed; else, the
system is halted, and the recorded instruction footprints are scanned out.

After instruction footprints are scanned out, they are post-processed in three
phases to localize the bug that caused the system failure. First, footprint linking
groups together footprints belonging to the same instruction but stored across
multiple recorders. The linked footprints are also mapped to the corresponding
instruction in the test program binary (since the fetch stage recorder stores the
program counter content, as shown in Table 2).

After footprint linking, two sets of self-consistency-based checks are executed
to identify any contradictory events in linked footprints with respect to the test
program binary. A set of microarchitecture-independent checks, or high-level
analysis, finds the first sign of an inconsistency in program execution. The in-
consistency is represented in the form of a <location, footprint> pair. The lo-
cation element of the pair specifies a hardware block, and the footprint element
is a pointer to an entry in one of the recorders. This pair serves as the starting
point for a set of microarchitecture-dependent checks, or low-level analysis, which
asks a series of microarchitecture-specific questions according to a manually-
generated decision diagram (such a decision diagram for an Alpha 21264-like
processor is presented in Ref. 111)) to identify a set of bug candidates. Each
candidate is represented in the form of <location, footprint> pair. The location
indicates the hardware block in which the bug produces an error. The foot-
print indicates a cycle in which the error occurred relative to the cycle when the
post-trigger occurred.

Figure 3 shows the localization results obtained using an open-source sim-
ulator modeling a complex Alpha 21264-like superscalar processor (details in
Ref. 111)). Single bit-flips were injected at flip-flops to model hard-to-repeat
electrical bugs. This is an effective model because most electrical bugs eventu-
ally manifest themselves as incorrect values arriving at flip-fops for certain input
combinations and operating conditions 84).

The results demonstrate that IFRA is effective in accurately localizing electrical
bugs with 1% chip-level area impact and no performance impact. For over 96% of
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Fig. 3 IFRA bug localization results for an Alpha 21264-like superscalar processor.

the cases, IFRA identified the correct candidate that matched both the location
(1 out of 200) and cycle (1 out of over 1,000 footprints) of error injection. Out
of these 96% cases with correct localization, IFRA returned a single correct bug
candidate, i.e., <location, footprint> pair, for 78% of the cases (referred to as
exactly localized in Fig. 3), and returned multiple candidates (average of 6 out of
over 200,000 possible <location, footprint> pairs) for the remaining 22% of the
cases.

Although IFRA is applicable to any microarchitecture, the manual effort re-
quired to create microarchitecture-dependent self-consistency checks can be sig-
nificant. The Bug Localization Graph (BLoG) technique in Ref. 112) provides
a systematic approach for generating such checks with significantly reduced man-
ual effort.

Once a BLoG, consisting of BLoG nodes and edges, is constructed, the post-
silicon bug localization flow of the original IFRA technique is followed until the
high-level analysis step (Fig. 4). The inconsistency returned from the high-level
analysis designates an edge in the BLoG. Starting from this edge, BLoG traversal
is performed using algorithms presented in Ref. 112). As a byproduct of BLoG
traversal, low-level analysis is performed, and bug candidates (in the form of
<location, footprint> pairs) are returned.

Figure 5 shows bug localization results obtained by injecting single bit-flips
into an industrial microarchitectural simulator modeling an advanced and com-
plex commercial microarchitecture: the Intel Nehalem, the foundation for the
Intel CoreTM i7 and CoreTM i5 processor families. It demonstrates that BLoG-
assisted IFRA enables effective and efficient post-silicon bug localization for com-
plex processors with high bug localization accuracy and at low cost.

Fig. 4 Bug localization flow using BLoG-assisted IFRA.

Fig. 5 BLoG-assisted IFRA bug localization results for the Intel Nehalem architecture.

IFRA and BLoG create several research opportunities:
1. Automatically constructing BLoG from RTL or a language-based specifica-

tion 38),42).
2. Automatically selecting information to record by borrowing concepts from

circuit-level tracing 65).
3. Enhancing IFRA and BLoG for homogeneous/heterogeneous multi-core

SoCs. The QED technique, presented in Section 2.2, is a step toward this
objective.

2.2 QED: Quick Error Detection Tests for Effective Post-silicon
Validation

Any post-silicon bug localization and debug technique, including IFRA, re-
quires effective post-trigger mechanisms to detect errors. Long error detection
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latency, the time elapsed between the occurrence of an error caused by a bug and
its detection at an observable point in the test program, limits the effectiveness of
most techniques that rely on simulation, formal analysis, or tracing. We already
discussed earlier that simulation is orders of magnitude slower than actual silicon.
Formal analysis over more than hundreds of cycles can be difficult 47). Tracing
is limited by the availability of on-chip storage 1). Long error detection latencies
can also result in increased error masking, i.e., an error may not propagate to
an observable point. The Quick Error Detection (QED) technique in Ref. 48)
overcomes the challenges associated with long error detection latencies during
post-silicon validation.

QED tests are obtained by transforming existing validation tests into new tests
with significantly lower, i.e., improved, error detection latencies. QED tests are
created by a wide variety of automatable and systematic QED transformations,
requiring either software-only or hardware-software modifications. QED trans-
formations allow flexible tradeoffs between error detection latency, coverage (the
percentage of bugs detected by a test program), and complexity (additional hard-
ware and software modifications required for QED). Target error detection la-
tencies are configurable, and can range from very few cycles to a few thousand
cycles, depending on the desired tradeoffs. Due to space limitations, this paper
only provides details for the Error Detection by Duplicated Instructions for Val-
idation (EDDI-V ) transformation. Other QED transformations can be found in
Ref. 48).

EDDI-V is a QED transformation that extends the EDDI technique used in
fault-tolerant computing 107). Unlike EDDI, EDDI-V ensures bounds on target
error detection latencies, and allows configurability to trade off target error de-
tection latency for less intrusiveness. Intrusiveness is defined as the amount of
“deviation” in the runtime behavior of a QED test from that of the original test
(due to the incorporation of QED transformations). EDDI-V does not require
hardware modifications, and can be automated.

EDDI-V strategically duplicates instructions, and compares their results. As
illustrated in Fig. 6, each “block” of instructions is duplicated, and a check is
inserted to compare the results of the two blocks. If the check detects an error
that occurs in these blocks, the error detection latency is bounded by the sum of:

Fig. 6 Error detection latency of original validation test vs. EDDI-V-based QED test.

1. The time elapsed between the start of the original block and the end of the
duplicated block.

2. The time it takes to perform the check.
This enables a great reduction in error detection latency vs. the original pro-

gram, which may detect errors only after a visible failure, e.g., a crash, or using its
original checks (if available, e.g., end-result-checks that compare actual program
outputs to expected outputs).

EDDI-V and EDDI have different tradeoffs and requirements. EDDI strikes
a balance between performance impact and the need for error containment and
recovery. Targeting post-silicon validation, the performance impact of EDDI-V’s
frequent checking is not a primary concern. Instead, we support flexibility in
EDDI-V to trade off target error detection latency for less intrusiveness. This
is achieved by varying two parameters: Inst min and Inst max that correspond
to the minimum and maximum number of original instructions executed, re-
spectively, before any instructions inserted by QED execute (Inst min must be
less than or equal to Inst max ). Increasing Inst min reduces intrusiveness and
vice-versa.

EDDI-V is implemented by reserving half of the general-purpose registers and
memory space for the original instructions, while the other half is used by the
duplicated instructions. For example, in Fig. 7 (a), the two original instructions
in the body section of the code use four registers (A, B, C, and D). These two
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8 Robust System Design

Fig. 7 EDDI-V transformations. (a) Half of all general-purpose registers reserved. (b) No
registers reserved and register values stored in memory.

instructions are duplicated, and another set of registers (A′, B′, C′, and D′) is
used by the duplicated instructions. In situations where there are insufficient
registers, values can be stored temporarily in memory (also partitioned into two
halves to be used by the original and duplicated instructions). Values stored in
memory are then re-loaded for comparison (Fig. 7 (b)). Each half of the general-
purpose registers and memory space are identically initialized so that original
and duplicated instructions perform identical operations and obtain identical
results in a bug-free system. Checking is performed by comparing the results of
the original instructions vs. their duplicates. Any mismatch in the comparison
indicates an error. Special analysis is required for certain code structures such
as loops, conditionals, and synchronization primitives such as locks. Techniques
to handle these code structures are detailed in Ref. 48).

Another family of QED transformations is Redundant Multi-Threading for Val-
idation (RMT-V), which are based on redundant multi-threading from fault-
tolerant computing. RMT-V executes the original instructions on one thread,
and uses an additional thread to execute the duplicated and check instructions.
The two RMT-V threads can be simultaneously executed on different cores. As
a result, the execution of the original instructions would potentially be less af-
fected by the execution of the duplicated and check instructions compared to

Table 3 Comparsion of various QED transformations.

EDDI-V, implying reduced intrusiveness. RMT-V also provides flexible trade-
offs between target error detection latency and intrusiveness. The RMT-V fam-
ily of QED transformations consists of Software RMT-V (S-RMT-V ), S-RMT-V
with Hardware Queues (S-RMT-V-HQ), and Hardware RMT-V (H-RMT-V ).
Table 3 presents a qualitative comparison of various QED transformations (de-
tails in Ref. 48)).

QED tests can be further extended to reduce the likelihood of errors identically
affecting both the original and duplicated blocks by executing them “differently”
through the incorporation of design diversity into QED, e.g., data, time, or algo-
rithmic diversity 90),108). Detailed analysis of diversity-enhanced QED is beyond
the scope of this paper.

To evaluate the effectiveness of QED tests, we performed hardware error injec-
tion experiments on actual quad-core Intel R© CoreTM i7 processors. Details for
our hardware error injection experiments can be found in Ref. 48). Our hard-
ware results demonstrate that QED tests improve error detection latencies by six
orders of magnitude as compared to the original (non-QED) tests, from billions
of cycles to a few thousand cycles (Fig. 8). This result also matches our results
from simulation-based error injections using a 4-core 4-way out-of-order MIPS-
based microprocessor using the SESC microarchitectural model from Ref. 131)
and RTL model from Ref. 155). Furthermore, in our hardware error injection
experiments, QED tests detected four times more errors compared to the original
(non-QED) tests (Fig. 8).

In addition to hardware error injection, we performed Shmoo experiments
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9 Robust System Design

Fig. 8 Distribution of measured hardware error injection to detection latencies for the
Linpack test on Intel R© CoreTM i7 hardware platform.

(Fig. 9) on a quad-core Intel R© CoreTM i7 hardware platform to demonstrate
that QED transformations do not degrade coverage of the original (non-QED)
test, as quantified empirically by Fmax values, i.e., maximum operating frequen-
cies over a wide range of operating voltage points. As Fig. 9 shows, our QED
test continues to detect errors for the cases where the original test detects errors.
Coverage improvement by the QED test is indicated by the voltage and frequency
operating point in Fig. 9 that passed the original (non-QED) test, but resulted
in detected errors with the QED test (labeled with �in Fig. 9).

Our comprehensive hardware results (supported by simulations) demonstrate
that QED is an effective technique that overcomes the challenges of long error de-
tection latencies in post-silicon validation of processor cores. QED can be used in
conjunction with existing post-silicon debugging techniques such as IFRA (Sec-
tion 2.1), Backspace 25), trace buffers 1), and formal analysis 47). Future research
directions of QED include:

1. Generalization of QED to detect logic bugs.
2. An automated framework that includes an optimal mix of assertions together

with QED transformations.
3. Generalization of QED to uncore components of SoCs, i.e., components other

Fig. 9 Shmoo plot of Linpack test with EDDI-V-based QED on Intel R© CoreTM i7 hardware
platform.

than the processing cores, e.g., various interfaces, interconnects, and memory and
I/O controllers 127).

3. Overcoming CMOS Reliability Challenges

For silicon CMOS ICs with remarkably small geometries, several hardware
reliability failure mechanisms, largely benign in the past, are becoming significant
at the system-level 9),46),66),102). Major hardware reliability challenges include
early-life failures (also called infant mortality), radiation-induced soft errors, and
circuit aging, as summarized in Fig. 10.

Design of robust systems to ensure required hardware reliability, while non-
trivial, is achievable but at high costs, e.g., using classical fault-tolerant com-
puting techniques. An extremely important aspect of such systems is concurrent
error detection, which continuously monitors system data and states during nor-
mal system operation to detect errors 89). Error detecting and correcting codes,
together with scrubbing and sparing, are routinely used for errors in memo-
ries 40),130),142). For errors in logic, existing error detection techniques are gener-
ally expensive. Both duplication and Triple Modular Redundancy (TMR) have
been used in commercial systems, e.g., IBM’s z990 and HP’s Non-Stop Advanced
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Fig. 10 Silicon CMOS reliability challenges.

Architecture. These techniques introduce significant power/performance/area
penalties, and additional system design complexities 7),85).

Parity codes can be used for error detection in arbitrary logic circuits using
parity prediction. It constrains the amount of logic sharing among the circuits
producing the outputs being checked 89). These constraints result in significant
power/performance/area penalties. By relaxing logic sharing constraints, the
associated costs can be reduced, but at the price of error detection coverage.
Residue codes have been used for arithmetic circuits such as multipliers 2).

Time redundancy techniques for error detection 99),107),108),114),137), using a va-
riety of software and hardware techniques, reduce some hardware overheads, but
introduce additional performance penalties.

Error detection costs may be reduced in one or more of the following ways:
1. Detection of a sub-class of errors, e.g., delay faults 13),33),34),104).
2. Application-specific error detection, e.g., using assertions 80),82),103),122) and

Algorithm-Based Fault-Tolerance 50).
Once an error is detected, the system must be reliably recovered, e.g., using

checkpoint/rollback recovery 32),125). Such recovery techniques can be difficult to
validate for complex systems.

New opportunities for cost-effective robust system design are created by emerg-
ing technology trends and killer applications. Examples include:

1. An abundance of transistors may be available, while long wires and power
will continue to pose major challenges 11),41).

2. Availability of high-density and low-cost non-volatile storage such as FLASH

memory 69).
3. Proliferation of multi-/many-core architectures and specialized hardware to

reduce power costs.
4. Resilience of several emerging workloads such as Recognition, Mining and

Synthesis (RMS) to errors 30),71).
This section presents an overview of techniques which utilize these opportuni-

ties to overcome CMOS reliability challenges:
1. BISER and LEAP (Section 3.1) to correct soft errors.
2. Circuit failure prediction (Section 3.2), together with CASP online self-test

and diagnostics (Section 3.3), to overcome early-life failures and circuit aging
challenges.

A key feature of these techniques is global optimization across multiple layers
of the system stack — device, circuit, architecture, runtime, and application —
also referred to as cross-layer resilience 95),97).

3.1 Soft Errors: BISER and LEAP
Soft errors are radiation-induced transient errors caused by neutrons gener-

ated from cosmic rays and alpha particles from packaging material. Terrestrial
radiation is a growing concern, and most future enterprise computing and com-
munication systems will require some degree of soft error protection of sequential
elements (latches and flip-flops) 6),93),100),135), in addition to on-chip SRAMs.

The Built-In Soft Error Resilience (BISER) technique corrects soft errors in
latches, flip-flops and combinational logic 93),94),164). Figure 11 illustrates BISER
for correcting soft errors in latches. When Clock = 1, the latch input is strongly
driven by the combinational logic, and the latch is not susceptible to soft errors.
(This follows from timing derating 106)). When Clock = 0, C-OUT already has
the correct value — any single soft error in either latch results in a situation
where the logic value on A does not agree with B. As a result, the error does
not propagate to C-OUT, and the correct logic value is held at C-OUT by the
keeper. A soft error in the keeper does not have a major effect because C-OUT
is strongly driven by the latch contents (assuming single error).

Radiation experiment results from 45 nm test chips demonstrate two to three
orders of magnitude reduction in soft error rates of sequential elements using
BISER 139). Correction of soft errors in combinational logic circuits using BISER
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11 Robust System Design

Fig. 11 Built-In Soft Error Resilience (BISER). (a) BISER latch design. (b) C-element.

and its derivatives are described in Refs. 35), 94).
Global optimization to minimize the power impact of BISER requires tight

coupling between circuit design, architecture, and application. Error injection
simulations on an Alpha-like microprocessor show that BISER improves chip-
level soft error rate by 10 times with 7–10% chip-level power penalty 164). This is
because not all soft errors are equally important at the system-level. This creates
BISER insertion opportunities for maximized protection at minimum cost, e.g.,
using Ref. 141) and many others. BISER area costs can be significantly reduced
by reusing on-chip scan resources for post-silicon validation and testing 93),164).
Moreover, as shown in Ref. 97), BISER may be co-optimized logic parity checking
to minimize overall system-level costs.

Additional opportunities exist for application-aware optimization of resilience
using BISER by “dialing” reliability vs. power costs on-the-fly. BISER can be
configured, dynamically during system operation, to operate in one of two modes
— an error resilient mode in which BISER protection is turned on, and an
economy mode in which BISER protection is turned off 164). However, information

Fig. 12 Dual Interlocked Cell (DICE).

flow across system stack layers to utilize such configurability is an open question.
Most techniques for designing soft-error-resilient sequential elements, including

BISER, generally address single errors caused by single event upsets (SEU s).
With technology scaling, the probability of Single Event Multiple Upsets, or
SEMUs, where multiple transistor diffusion nodes can simultaneously collect
charge produced from a single particle strike (also referred to as Multiple-Bit
Upsets or MBUs), is increasing 29),140). SEMU analysis in Ref. 138) indicates
the superiority of BISER in correcting SEMUs compared to a well-known tech-
nique called DICE or Dual Interlocked Cell design 16) (Fig. 12). The LEAP
approach, described next, enables cost-effective soft error correction in the pres-
ence of SEMUs.

LEAP (Layout design through Error-Aware transistor Positioning) is a new
layout design principle. It reduces soft error sensitivity of a circuit by careful
placement of transistors such that the transistors can act together to reduce
overall charge collection 70).

Consider the effect of a particle striking in the vicinity of a MOS transistor.
A particle strike produces electron-hole pairs along its track, which then drift
according to the electric field present. If the charge is generated near an NMOS
transistor, a net negative charge is collected at the source and drain contacts,
resulting in a positive current pulse (into the silicon) 29). For a PMOS transistor,
a net positive charge is collected at the source and drain contacts, resulting in
a negative current pulse. Using the LEAP principle, NMOS and PMOS diffusion
contact nodes are placed in such a way that multiple diffusion nodes collect
charges and act together to cancel (fully or partially) the overall effects of the
single event. Figure 13 shows how the transistors can act together to reduce
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Fig. 13 LEAP principle for an inverter. (a) Reduced charge collection when a particle hits
drain contact nodes n1 and n2. (b) Protected particle strike direction in layout.

Fig. 14 (a) Standard DICE layout. (b) LEAP-DICE layout.

overall charge collection in an inverter 70).
The LEAP principle can complement existing SEU-resilient circuit techniques

to produce new sequential elements that are resilient to both SEUs and SEMUs.
Reference 70) presents a new LEAP-based soft-error-resilient sequential ele-
ment called LEAP-DICE (Fig. 14 (b)) by applying LEAP to the DICE design
in Fig. 12. Note that, LEAP-DICE preserves the original DICE circuit design,
but uses a special layout design based on LEAP.

Experimental results using 200 MeV proton testing demonstrate that our
LEAP-DICE flip-flop encounters 2,000-fold fewer errors on average compared
to a traditional D flip-flop, and 5-fold fewer errors compared to our reference
DICE flip-flop. The LEAP-DICE design incurs 40% more area cost, and negligi-
ble additional power and delay costs (compared to the DICE layout in Fig. 14 (a)
without LEAP).

3.2 Early-life Failures (ELF) and Circuit Aging: Circuit Failure
Prediction

Circuit failure prediction provides early indication of the occurrence of a circuit
failure before errors actually appear in system data and states 3). This is in
contrast to concurrent error detection where a failure is detected after errors
appear in system data and states.

Not all circuit failures can be predicted, e.g., radiation-induced soft errors.
However, circuit failure prediction is applicable for gate-oxide early-life failures
(ELF ) and circuit aging because of gradual degradation associated with these
failure mechanisms. As a result, circuits do not always fail instantly — instead,
they exhibit delay shifts (or delay fluctuations) over time, before errors are pro-
duced. Such delay shifts can serve as circuit failure prediction signatures.

Comprehensive delay shift information can be collected during normal system
operation using special failure prediction sensors, and/or during periodic online
self-test and diagnostics. Additional system usage information (thermal and volt-
age profiles, power states) can also be useful. Since such information only needs
to be collected during short periods of time, the power cost of circuit failure
prediction can be very small compared to concurrent error detection which con-
tinuously checks a system. Since failures are predicted before any system states
and data are corrupted, no error recovery is required. Upon circuit failure pre-
diction, appropriate self-healing actions, e.g., self-repair, self-tuning of supply
voltage and operating frequency, are invoked.

Circuit failure prediction is distinct from concurrent error detection and “hard”
failure detection using periodic online self-test and diagnostics 14),24),113). Table 4
compares and contrasts these approaches.

In this section, we focus on the “temporal” aspect of circuit failure prediction,
i.e., the ability to provide early indication of failures. The “spatial” aspect of
circuit failure prediction (using a few circuit blocks to indicate potential failures
in other blocks) can also help reduce error detection costs, e.g., the scheme in
Ref. 153) for detecting errors due to supply voltage droops.
Circuit Failure Prediction for ELF

Early-life failures (ELF, also called infant mortality failures) result from de-
fective chips that may pass manufacturing tests but fail early in the field, much
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Table 4 Qualitative comparison of techniques for overcoming early-life failures and circuit
aging.

earlier than expected product lifetime. ELF is a major concern because tradi-
tional burn-in for ELF screening is getting increasingly difficult 9),18),49),68),105),143).
Burn-in alternatives such as Iddq testing and its variants, e.g., Refs. 36), 83),
133), 150), 160) and numerous others, Very Low Voltage (VLV) and minVdd
testing, e.g., Refs. 19), 44), 154), and outlier analysis techniques, e.g., Refs. 5),
81), 86), 132), are also getting difficult. Significant challenges with these tech-
niques include ways of coping with circuit leakage and process variations, and
the related problem of overkill (good ICs declared as defective). Hence, new
design and test techniques that can serve as low-cost alternatives to burn-in are
desirable. Finding such alternatives requires detailed understanding of defective
behaviors of ELF candidates. In this paper, we focus on gate-oxide defects that

are important ELF contributors.
A new gate-oxide ELF signature, which we found through extensive stress ex-

periments using test chips, enables cost-effective circuit failure prediction for
gate-oxide ELF 62),63): a gate-oxide ELF transistor in a combinational logic cir-
cuit results in delay shifts (delay fluctuations) over time before functional
failures appear. Such delay shifts are distinct from those resulting from circuit
aging (NBTI, PBTI, hot carriers). This circuit-level signature is consistent with
our large-scale transistor-level stress experiments 21),22).

Such a signature can be effectively utilized for low-cost alternatives to tra-
ditional burn-in. One approach is to detect delay shifts of circuits under test
during manufacturing testing after sufficient high-voltage stress. Another op-
tion is to build robust systems with built-in circuit failure prediction to check
for delay shifts (or delay fluctuations) during system operation. Gate-oxide
ELF defects cannot be detected using canary circuits because defects can oc-
cur anywhere. Since delay shifts are different from delay faults, delay fault
detection flip-flops are inadequate. Reference 63) presents a special clock con-
trol technique, activated only during periodic online self-test and diagnostics,
to detect delay shifts and indicate impending circuit failure due to gate-oxide
ELF.

Figure 15 shows an ELF test structure from our 90 nm test chip in Ref. 63). It
consists of a specially-designed inverter chain with thin-oxide transistors (SiOxNy

gate dielectric). A single PMOS (M1) or NMOS (M2) thin-oxide transistor (nom-
inal supply of 1 V) is stressed using high voltage to emulate gate-oxide ELF.
Other thin-oxide transistors are protected from stress by thick-oxide transistors
(nominal supply of 3.3 V).

Figure 16 shows our on-chip clock control circuit. Using a single fixedsystem
clock SC, it creates a faster than at-speed test clock, i.e., scan-based launch and
capture pulses where the delay between rising edges of launch and capture pulses
can be controlled with a resolution finer than 20 ps (demonstrated in Fig. 17 (b)).

Figure 17 (a) demonstrates that the on-chip test clock control technique, acti-
vated only during periodic online self-test and diagnostics, can successfully de-
tect delay shifts (fluctuations) over time at the output of the gate-oxide ELF test
structure, as a result of voltage stress (to emulate gate-oxide ELF). Figure 17 (a)
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Fig. 15 Gate-oxide ELF test structure.

Fig. 16 (a) On-chip test clock control circuit. (b) Timing diagram.

Fig. 17 Results using on-chip test clock control. (a) Failing delays showing delay shifts (fluc-
tuations) over time. (b) Measured delays between rising edges of launch and capture
vs. delay configuration.

corresponds to the case where the NMOS transistor M2 in Fig. 15 is stressed.
We also verified gate leakage increase of M2, which is an evidence of emulated
gate-oxide ELF.

Such a clock control approach is inexpensive because:
1. Online self-test and diagnostics are initiated only for short periods of time,

resulting in small system-level power impact.
2. It does not rely on expensive error detection or flip-flop modifications, e.g.,

Ref. 101).
Hence, our approach can be seamlessly integrated in SoCs at low costs. Future

research directions include:
1. Efficient test patterns for finding ELF delay shifts.
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2. Analysis of the effects of temperature and voltage droops on ELF delay
shifts.
Circuit Failure Prediction for Circuit Aging

In this section, we illustrate the application of circuit failure prediction for tran-
sistor aging induced by Negative Bias Temperature Instability (NBTI ), a domi-
nant aging mechanism. Our approach is applicable for other aging mechanisms,
such as Positive Bias Temperature Instability (PBTI), as well. The PMOS thresh-
old voltage degrades due to NBTI, resulting in increased delays of various circuit
paths.

Designers traditionally incorporate one-time worst-case guardbands (OWG) at
the beginning of lifetime to prevent possible delay faults due to aging over en-
tire lifetime, e.g., 7–10 years for enterprise systems, even under worst-case usage
conditions. OWG examples include clock frequency reduction, supply voltage in-
crease, device over-sizing, structural duplication, or combinations thereof. OWG
is pessimistic and expensive. Circuit failure prediction, together with optimized
self-tuning, can significantly improve system lifetime energy efficiency by mini-
mizing guardbands. This is demonstrated in Refs. 87), 88) using transistor aging
models validated by 45 nm stress experiments.

A framework for optimizing various self-tuning parameters over system lifetime
is shown in Fig. 18. It exhibits the following features:

1. Satisfies performance constraints over entire lifetime while ensuring reliable
operation.

2. Maximizes the lifetime computational power efficiency (LCPE) metric which
is defined as the performance achieved (measured by the total number of clock
cycles) over system lifetime divided by the total energy consumed over lifetime.
Maximizing LCPE yields the best overall energy efficiency.

Examples of self-tuning parameters include supply voltage, clock frequency,
and input cooling power (Fig. 18). These self-tuning parameters are adjusted
dynamically according to performance demands, and adaptively according to
estimated system aging. This is a challenging problem since self-tuning decisions
made at any one point in time affects future aging, power, and performance. This
can lead to conflicting trade-offs.

We introduce three representative control policies: PWCA, POSA, and PRTA.

Fig. 18 Overall self-tuning framework: user inputs, control policies, and self-tuning
parameters.

In our framework, system target lifetime is discretized into time-steps, which
can be configured by the user (however, our results suggest that time-steps of
1 day are sufficient for NBTI aging). At each time step, a control policy decides
whether to adjust all, some, or none of the self-tuning parameters.

PWCA: Progressive-worst-case-aging. PWCA acquires its benefits over
OWG by applying self-tuning progressively over lifetime, rather than just one-
time at the beginning of lifetime. It assumes worst-case operating conditions,
i.e., the system is always in active mode under worst-case workload.

POSA: Progressive-on-state-aging. POSA further enhances self-tuning
benefits by partially eliminating the worst-case aging assumptions in PWCA.
POSA keeps track of system active/sleep modes, but assumes worst-case aging
during active modes. Hence, it accounts for recovery effects during sleep mode
(when Vdd is turned off). Such recovery behavior was experimentally observed
in Refs. 152), 170).

PRTA: Progressive-real-time-aging-assisted. At the beginning of each
time-step, PRTA acquires real-time aging information to determine the corre-
sponding optimized values of self-tuning parameters. Real-time aging informa-
tion for PRTA can be obtained (or calibrated) from a variety of sources:
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Fig. 19 LCPE improvements using various self-tuning policies. Life-time = 8 years,
frequency = 2.4 GHz, average proportion of time spent in active mode = 10%.

1. Canary circuits 59)–61),147),151),152).
2. On-chip sensors 15),56),145),146).
3. Delay shift detectors 3),4),31).
4. Online self-test and self-diagnostics (Section 3.3);
Extensive simulations using aging models, calibrated using 45 nm stress ex-

periments, indicate that PWCA, POSA, and PRTA substantially recover LCPE
degradation due to OWG 87),88). On average, PWCA, POSA, and PRTA recover
52%, 83% and 93% of LCPE degradation due to OWG, respectively (Fig. 19).

3.3 CASP: Concurrent Autonomous Chip Self-Test and Diagnostics
Using Stored Test Patterns

Concurrent autonomous online self-test and diagnostics play significant roles in
addressing reliability challenges in future SoCs through circuit failure prediction
and “hard” failure detection. CASP, an acronym for Concurrent Autonomous
chip self-test and diagnostics using Stored test Patterns, is an efficient online
self-test and diagnostics technique 74),77). It enables a system to test itself, con-
currently during normal operation, without any downtime visible to an end-user.
The basic ideas of CASP are:

1. Store extremely thorough test patterns with high test coverage in off-chip
storage, e.g., FLASH. This can include manufacturing test patterns or more
thorough patterns that may not be applied during manufacturing for test cost
reasons. The test patterns can be updated, e.g., using patches, after system
deployment based on target applications and characteristics of field failures.

Fig. 20 Four phases of CASP operation.

Test compression, e.g., X-Compact 91),92), enables efficient online self-test and
diagnostics.

2. Provide architectural and system support for testing one or more components
(both cores and uncore) of a SoC, while the rest of the system continues to
operate.

CASP integrates architecture-level support, as well as support from virtual
machine monitors (VMMs) and operating systems (OS ), to orchestrate efficient
online self-test and diagnostics at the system level.

Architecture-level support: We provide efficient online test access mecha-
nisms to fetch high-quality test patterns from off-chip storage, and apply them
to various components in a SoC (Fig. 20). Uncore components, e.g., cache con-
trollers, DRAM controllers, and I/O controllers, occupy a significant portion of
the total chip area of SoCs, and require special attention. A simple technique that
stalls the uncore-component-under-online-test can result in significant system
performance degradation or visible system unresponsiveness 77). Our new uncore-
CASP techniques enable cost-effective online self-test and diagnostics of uncore
components (in addition to cores) through three special hardware features 77):

1. Resource reallocation and sharing (RRS).
2. No-performance-impact testing.
3. Smart backup.
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Fig. 21 OpenSPARC T2 with CASP support.

Our implementation of these features in the 8-core and 64-threaded
OpenSPARC T2 SoC 148), summarized in Fig. 21, demonstrates:

1. High coverage: 99.2% stuck-at, 92.8% transition fault coverage.
2. Low costs: < 1% area impact, < 1% power impact, and < 3% system

performance impact.
3. Practical off-chip FLASH storage requirement of 200 Mbytes.
VMM and OS support: VMM and OS support can help CASP overcome

the following challenges:
1. I/O requests (including interrupts) to processor cores undergoing CASP may

be dropped due to limited hardware buffer size (buffers are used to store incoming
I/O requests) 51).

2. System-level performance impact of CASP can be significant without proper
OS-level scheduling 75).

The VAST technique (Virtualization-Assisted concurrent autonomous online
Self-Test and diagnostics) in Ref. 51) utilizes OS migration to move the execution
of an OS from one core to another through the coordination of VMMs running
on the source and destination cores. This way, concurrent execution of CASP
and user applications is enabled if spare cores are available. Therefore, I/O
requests can continue to be processed — for example, by a spare core, even when
the original destination core of the I/O requests is undergoing online self-test

Fig. 22 (a) VAST platform. (b) Evaluation results of VAST for SPEC95.

Fig. 23 Firefox response times comparing CASP-aware OS scheduling and hardware-only
CASP.

and diagnostics. Using an ARM multi-core processor platform, we demonstrated
that the performance impact of VAST on various applications is negligible (< 1%)
when spare cores are available (Fig. 22).

The CASP-aware OS scheduling technique in Ref. 75) makes the OS aware
of online self-test and diagnostics. We modified the scheduler of a Linux op-
erating system (version 2.6.25.9) to take into account the unavailability of
processor cores undergoing online self-test and diagnostics. The scheduler
then migrates and schedules user tasks intelligently to minimize overall perfor-
mance impact. Experimental results on a 2.5 GHz quad-core Intel Xeon E5420
system demonstrate that CASP-aware OS scheduling eliminates perceptible
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performance impact for interactive applications such as the Firefox web browser
(Fig. 23).

4. Imperfection-immune Design for Emerging Nanotechnologies

4.1 Background
Carbon Nanotubes (CNTs) are cylindrical nanostructures of carbon with ex-

ceptional electrical, thermal, and mechanical properties 134). Carbon Nanotube
Field-Effect Transistors (CNFETs) can be fabricated using CNTs, where semi-
conducting Single-Walled Carbon Nanotubes (SWCNTs, or simply CNTs) are
grown on or transferred to a substrate. These CNTs act as transistor channels
which can be modulated by a gate (Fig. 24). The regions of the CNTs under the
gate are undoped, while the source and drain regions of the CNTs are heavily
doped. The gate, source and drain contacts, and interconnects are defined by
lithography.

CNFET modeling efforts for logic VLSI applications 28),39),128),157) indicate that
CNFET circuits can provide more than an order of magnitude benefit in energy-
delay-product compared to silicon CMOS 27),117),157). In addition, there has been
significant progress in experimental CNFET research, e.g., high-performance
single-CNT-based complementary CNFET logic 52),53), and single-CNT ring-
oscillator 20). Despite such encouraging single-device level results, fundamen-
tal limitations prevented researchers from demonstrating CNFET-based VLSI
circuits:

1. It is nearly impossible to guarantee “perfect” alignment and accurate po-
sitioning of all CNTs at VLSI scale. A mis-positioned CNT passes through
a layout region where it is not intended to pass. Mis-positioned CNTs intro-
duce stray conducting paths in CNFET circuits causing incorrect functionality
(Fig. 25 (a)).

2. CNTs can be metallic (m-CNT ) or semiconducting (s-CNT ) depending
on their atomic arrangement (chirality). s-CNTs are essential for CNFETs.
m-CNTs cause source-drain shorts inside CNFETs, resulting in excessive leak-
age power, and significantly increased susceptibility to noise 167). No known
CNT growth technique can produce exclusively s-CNTs. 4%–50% of grown
CNTs can be m-CNTs 73),126). One option is to remove the m-CNTs after CNT

Fig. 24 Carbon Nanotube Field-Effect Transistor.

Fig. 25 (a) Mis-positioned CNT inside a NAND gate. (b) Mis-positioned-CNT-immune
AOI21 layout.

growth 23),162),165). Significant challenges exist in effectively using these techniques
at VLSI scale 119). Percolation-transport-based circuits can potentially overcome
some m-CNT challenges 17). However, such circuits suffer from reduced drive
currents 124), and have limited applicability for high-performance VLSI.

3. CNFET circuits suffer from several sources of variations caused by non-
idealities in CNT-specific processing. For example, CNT density variations are
caused by non-uniform spacing between CNTs during CNT growth. As a result,
the number of CNTs in CNFETs with a fixed width can have a large variance.
Removal of m-CNTs can cause additional CNT density variations 166). Other
sources include variations in CNT diameters, source/drain doping, and resistance
of CNT-metal contacts 123),129),168). It has been shown in Ref. 168) that CNT
density variations (including those induced by the removal of m-CNTs) can have
significant impact on CNFET circuits.

It is clear that state-of-the-art CNT processing techniques alone cannot over-
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come the above challenges. New design techniques must be employed, together
with advances in CNT processing, to create CNFET circuits that are immune to
these inherent imperfections — an imperfection-immune design paradigm 96).
The striking features of this approach are:

1. It introduces very little power, performance, and area impact at the system-
level. Hence, it retains the energy efficiency benefits of CNFET circuits.

2. It is compatible with existing VLSI fabrication methods. This property is
essential for enabling future large-scale integrated systems using CNFETs.

3. It minimally impacts existing VLSI design flows.
In Sections 4.2–4.4, we present imperfection-immune design techniques to over-

come the above challenges. These imperfection-immune design techniques en-
abled the first experimental demonstration of VLSI-compatible computing and
storage elements fabricated using CNFETs (Section 4.5). Our imperfection-
immune design approach, together with special low-temperature CNT process-
ing, creates a new opportunity: monolithic three-dimensional integrated circuits
(monolithic 3D-ICs) using CNFETs (Section 4.6).

4.2 Mis-positioned CNTs
A mis-positioned CNT may appear due to misalignment or due to lack of control

of correct positioning of CNTs during CNT growth. CNTs can be grown on sili-
con substrates, as well as single-crystal substrates such as quartz 57),118) and sap-
phire 43). CNTs grown on single-crystal quartz substrates have significantly better
alignment compared to those grown on silicon 57). However, even for CNTs grown
on quartz substrates (with more than 99.5% alignment according to Refs. 57),
118)), a non-negligible fraction of CNTs are still misaligned. It is nearly impossi-
ble for processing techniques alone to prevent mis-positioned CNTs at VLSI scale.

Using graph-theoretic design principles described in Ref. 116), we experimen-
tally demonstrated, for the first time, hardware prototypes that are immune to
a large number of mis-positioned CNTs: immune logic structures correspond-
ing to NAND, NOR, AND-OR-INV and OR-AND-INV functions at full wafer-
scale 115),116). We refer to these circuits as mis-positioned-CNT-immune circuits.
Design of such immune circuits is accomplished by etching CNTs from regions,
pre-defined during layout design, such that no mis-positioned CNT can result in
incorrect logic functionality. This imperfection-immune design technique is VLSI-

compatible since it does not require die-specific customization, or test and recon-
figuration. Furthermore, it is compatible with existing VLSI design flows because
the necessary changes take place only at the library cell level 8). Figure 25 (b)
shows the layout of a complex logic function (AOI21) using the mis-positioned-
CNT-immune design technique. With sufficiently high CNT density, together
with the mis-positioned-CNT-immune design approach, CNT alignment and po-
sitioning is no longer a problem.

The worst-case (for minimum-sized CNFET logic cells) energy, delay and area
penalties of mis-positioned-CNT-immune logic cells are 18%, 13%, and 21%,
respectively, compared to designs that are not mis-positioned-CNT-immune 116).
These costs reduce for non-minimum-sized cells. In contrast, defect-tolerance
techniques in Refs. 26), 37), 149) can incur significantly higher costs.

4.3 Metallic CNTs
Depending on its chirality, a CNT can be semiconducting (with bandgap rang-

ing between 0.5 eV and 2 eV) or metallic (with zero or almost zero bandgap) 134).
There has been significant progress in s-CNT enrichment, i.e., to increase the

percentage of s-CNTs either during or after CNT growth, e.g., preferential CNT
growth 73),126), CNT sorting 72). While such improvements are helpful, they are
not sufficient. For digital VLSI CNFET circuits to meet leakage, noise mar-
gins, and delay variation targets, the percentage of m-CNTs must be reduced
to less than 0.01% 167). This requirement is not yet achievable by known s-CNT
enrichment techniques.

Another option for overcoming m-CNT challenges is to remove m-CNTs after
CNT growth from an ensemble of m-CNTs and s-CNTs. Reference 23) intro-
duced a current-induced breakdown technique to remove m-CNTs from individ-
ual CNFETs. We refer to this technique as Single-Device electrical Breakdown
or SDB . In SDB, s-CNTs are switched off using the gate so that current flows
(mainly) through m-CNTs. At high current levels, oxidation is induced by self-
heating of m-CNTs causing them to break down. SDB achieves close to 100%
m-CNT removal, but suffers from major VLSI challenges 119):

1. It is impractical to contact gate, source and drain of each CNFET individ-
ually in gigascale ICs.

2. m-CNT fragments can produce incorrect logic functionality because internal
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Fig. 26 (a) Top view and (b) cross-sectional view of a VMR structure consisting of 6 inter-
digitated VMR electrodes. (c) SEM Image of VMR structure (top view).

contacts cannot be accessed for gigascale ICs.
We present a technique, called VLSI-compatible Metallic-CNT Removal

(VMR) 119), which combines imperfection-immune design with CNT processing
to overcome these challenges. It ensures that CNFET circuits function correctly
even though CNT growth cannot guarantee the absence of m-CNTs.

A special layout called the VMR structure is fabricated on a silicon wafer with
back-gate oxide (Fig. 26). The VMR structure consists of inter-digitated elec-
trodes at minimum metal pitch. VLSI-compatible m-CNT electrical breakdown
is performed by applying high voltage across m-CNTs all at once using the VMR
structure. The back-gate is used to turn off the s-CNTs. Compared to SDB,
VMR does not require any mechanism to contact each CNFET separately dur-
ing breakdown. The problem of m-CNT fragments is overcome since all internal
contacts can be accessed using the VMR structure. VMR is also complemen-
tary to ACCNT 79), another imperfection-immune design technique to tolerate
the presence of m-CNTs.

The VMR structure is independent of the final intended design. Any arbi-
trary final design, e.g., Fig. 27 (c), can be created by etching out parts of the
VMR structure, as long as an additional contact (at minimum metal pitch) is
added for series-connected CNFETs inside logic library cells 119). This incurs
< 2% area penalty, and 3% delay penalty at the chip level (based on synthesis of

Fig. 27 VMR example. (a) Fabricate VMR electrodes and perform electrical breakdown of
m-CNTs. (b) Etch CNTs in predefined layout regions. Etch unneeded sections of
VMR electrodes. (c) Define top gates and interconnect layers. (d). Schematic of final
design fabricated using VMR.

an OpenRISC processor, and an Ethernet controller 109)). Regions of the VMR
structure to be etched out are pre-defined during layout design. No die-specific
customization is required.

Experimental results demonstrate that VMR is scalable, and can be used to
reproducibly fabricate multiple-CNT CNFETs that exhibit high Ion/Ioff of 103

to 105. VMR is compatible with our mis-positioned-CNT-immune design tech-
nique, and enables the first experimental demonstration of VLSI-compatible and
imperfection-immune CNFET logic circuits (Section 4.5).

One potential cost of VMR is the need for “burning pads” (Refs. 119), 159), not
shown in Figs. 26–27) to apply high voltage across the VMR structure. A new
VMR technique in Ref. 159) avoids this cost, and achieves significantly improved
area efficiency.

4.4 CNT Density Variations
To analyze the impact of CNT density variations on CNFET circuits, a prob-
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Fig. 28 CNT correlation in (a) x-direction and (b) y-direction (based on experimental data).

abilistic analysis approach is necessary 9). We start by defining N as the number
of CNTs in a particular CNFET with width W , prior to m-CNT removal. Due to
CNT density variations, the number of CNTs contained in a fixed-width CNFET
is not deterministic; hence, N must be treated as a random variable. Based on
probabilistic renewal theory, Ref. 166) presents a parameterized model for the
probability distribution of N for any given W . It can also be used to model
variations caused by m-CNTs, after m-CNT removal using techniques such as
VMR.

CNT density variations can result in CNFET circuit delay variations, and can
significantly increase the probability of CNFET circuit failure. For example, CNT
density variations can cause CNT count failure when no s-CNT exists between
the source and drain of a CNFET. The circuit yield corresponding to this failure
mode is called the CNT count-limited yield. A CNT count failure can happen
either due to CNT density variations, or due to the removal of all CNTs in
a CNFET (including inadvertent removal of s-CNTs) during m-CNT removal.

The CNT count-limited yield challenge can be overcome by utilizing inherent
correlations between CNFETs fabricated using (mostly) aligned CNTs. Fur-
thermore, the correlation is asymmetric. For example, consider two equal-width
CNFETs horizontally adjacent to each other (Fig. 28 (a), where the horizontal
direction is referred to as the “x-direction”, which is also assumed to be the direc-
tion of CNTs). The CNT count distributions of these two CNFETs exhibit high
correlation, because most of the CNTs are shared between these two CNFETs.
On the other hand, if two fabricated CNFETs are vertically adjacent to each
other (Fig. 28 (b), the vertical direction is also referred to as the “y-direction”),

Fig. 29 CNT correlations. (a) Unconstrained layout style. (b) Aligned-active layout style.

Fig. 30 Fabricated CNFET half-adder sum generator.

the correlation coefficient between the CNT counts is close to 0 long as the y-
distance between the two CNFETs is greater than the width of the CNFETs.

Such asymmetric CNT correlation provides a unique opportunity for enhancing
the CNT count-limited yield of CNFET-based VLSI circuits. The key is to use
a special layout constraint called “aligned-active” layout (Fig. 29 (b)), where all
active regions of CNFETs are aligned to each other in the y-direction. Aligned-
active layout style improves CNT count-limited yield by essentially creating clus-
tering 67) of CNT count failures. At the 45 nm technology node, this approach
can result in 350-fold reduction in the probability of CNT count failure 169).

4.5 First Experimental Demonstration of VLSI-Compatible CNFET
Circuits

Our imperfection-immune design techniques enabled us to experimentally
demonstrate, for the first time in the domain of CNFET circuits, VLSI-
compatible combinational circuits (computational elements such as half-adder
sum-generators in Fig. 30) and storage circuits (sequential elements such as
D-latches in Fig. 31) that are immune to inherent CNT imperfections (mis-
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Fig. 31 Fabricated CNFET D-Latch. (a) SEM image. (b) Circuit diagram.
(c) Experimental waveforms.

positioned CNTs and m-CNTs). Fabricated in a VLSI-compatible manner, these
circuits form essential building blocks for digital computing systems 120).

4.6 CNFET-based Monolithic 3D-ICs
Three-dimensional Integrated Circuits (3D-ICs) can potentially offer several

advantages over conventional 2D-ICs, e.g., alleviating the communication bot-
tleneck, integration of heterogeneous materials and systems, and enabling new
architectures 64),161).

Most existing 3D-ICs use chip stacks and Through-Silicon-Vias (TSV s) 12),58).
The TSV technology is an effective way to realize 3D integration 98). However,
the achievable density of vertical interconnects is limited 64). This limitation con-
strains circuit designers from fully benefiting from TSV-based 3D-ICs 78). On the
other hand, monolithic integration of silicon 3D-ICs, in which layers of circuits
are fabricated and integrated on the same wafer 161), suffers from processing chal-
lenges 110). It requires low-temperature processing to realize high-performance
transistors on upper layers, without sacrificing the performance of underlying
transistors and interconnects.

With major CNFET technology challenges being overcome by imperfection-
immune design, the CNFET technology can offer a promising platform for re-
alizing monolithic 3D-ICs. The use of a low-temperature transfer technique 118)

decouples high-temperature CNT growth from low-temperature device/circuit

Fig. 32 Monolithic 3D-ICs using CNFETs and CNT interconnects.

fabrication. Reference 158) demonstrates, for the first time, monolithic 3D-ICs
using CNFETs and CNT interconnects (Fig. 32). The maximum processing
temperature is 250◦C, which is below the 400◦C thermal budget for lower layers.
CNFET circuits spanning 2-3 have been successfully demonstrated using this
approach (details in Ref. 158)).

Rapid advances in a robust CNFET technology, enabled by imperfection-
immune design and monolithic three-dimensional integration, can revolution-
ize the next wave of large-scale integrated systems that can deliver massive
computing capacity in highly energy-efficient manner. Such a transformative
technology is economically viable because it can co-exist with today’s main-
stream silicon technologies, and leverage today’s manufacturing and system de-
sign infrastructure.

5. Conclusion

The field of robust system design offers new research opportunities in several
domains ranging from ultra-large-scale electronic systems all the way to their
nanoscale components. This paper presents an overview of our inter-disciplinary
research to address key challenges in this field. Specific new ideas and successful
experimental demonstrations include:

1. IFRA and QED for effective post-silicon validation of overwhelmingly com-
plex systems.

2. Soft Error Resilience and Circuit Failure Prediction for system robustness
against rising error rates.

IPSJ Transactions on System LSI Design Methodology Vol. 4 2–30 (Feb. 2011) c© 2011 Information Processing Society of Japan



23 Robust System Design

3. A new Imperfection-Immune Robust Carbon Nanotube VLSI technology.
We envision our results enabling a sea change in the creation of future

large-scale robust systems that can positively impact our everyday lives by
addressing critical needs including energy, health-care, and transportation
infrastructure.
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