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The purpose of this paper is to propose a quantitative approach for the ef-
fective and efficient assessment of risks related to information security. Though
there are already several other approaches proposed to measure information
security (IS) related risk, they are either inapplicable to real enterprises’ IT
landscapes or are of a qualitative nature, i.e. based on subjective decisions of
the implementation team and thus could suffer from a significant degree of
speculation. In contrast, our approach is based on objective statistical data,
provides quantitative results and can be easily applied to any enterprise of any
industry or any non-profit organization. An example of the application of the
proposed approach to a real enterprise is also provided. The only prerequi-
site for the proposed methodology is a sufficient amount of incidents statistics
collected under conditions described later in this paper. The reason for such
research is that performing of IS related risk assessment is one of the procedures
required to manage information security. And the process of IS management
has recently become one of the highest concerns for most organizations and
enterprises. It is caused not only by the growth of hackers’ activity but also
because of increasing legal requirements and compliance issues.

1. Introduction

In this paper we propose a methodology to perform quantitative IS risk assess-
ment in IT landscapes. The approach is based on objective statistical data and
can be applied to any organization or enterprise despite of their specifics.

The development of such a methodology has recently become a very critical
task as it is a key part of the IS management process, which uses outcomes of
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risk assessment as a metrics to monitor changes in its state and thus to make
managerial decisions 1). That is, in order to manage the IS of a given IT land-
scape, there must be some metric which allows the comparison of levels of IS in
different states of an IT landscape, for example before and after the implementa-
tion of countermeasures or changes in the architecture of this IT landscape. This
metric is usually assigned to each risk, associated with each information system
in an IT landscape, and reflects the exposure to monetary loss presented to an
organization by this risk 2). Thus, according to the results of risk assessment, a
quantitative value, assigned to each risk, can be used to rank all risks defining
their criticality levels making possible a prioritization of mitigation strategies, the
justification of security investments and the preparation of related contingency
funds. To sum up, performing regular risk assessment is essentially necessary for
the process of providing information security.

It is necessary to point out that recent attention to the IS management process
in different organizations and enterprises is caused not only by frequent hackers’
activity, or periodically occurring technical faults but mostly by rapidly increas-
ing legal requirements (so-called compliance issues) which are making information
security a task of the highest concern.

But as the main goal for all organizations is focused on the efficiency of its
operational business processes (core activities to earn income) it is clear that an
approach used for supporting business processes (to which providing information
security actually belongs) will be a rather specific one - organizations’ manage-
ment is interested in spending for such purposes as little money as possible, but
nevertheless the company must still be compliant with all relevant laws or indus-
try regulations. So business users, like corporate auditors or governance, risk and
control (GRC) officers demand accurate quantitative methodologies which could
measure IS related risks exactly in the same manner as already available ap-
proaches measure financial or credit risks. But unfortunately currently available
methodologies to measure IS related risks are either of a qualitative nature, (i.e.
instead of providing a monetary value of a given risk they describe its severity
by means of linguistic variables, for example: Low, Medium, High, which makes
possible neither the justification of security investments nor the estimation of the
size of contingency funds) or are inapplicable to real IT landscapes because of
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unachievable or unproved assumptions. These approaches and the reasons for
their inapplicability are considered in detail in the next section.

2. Current Approaches to Measure Information Security Related
Risks

It is necessary to mention that originally the assessment of IS related risks
(as a significant part of technology risks) mostly interested insurance and audit
companies. But as such organizations are not interested in the disclosure of their
methodologies, most of this knowledge became available to the public through
de-facto industry standards, developed by IT and security engineers as result of
multiple attempts to prove the reliability of IT infrastructure or to pass an audit.
And this resulted in the fact that though some of the approaches are considered
to be best-practice in the industry, it is impossible to find out where they were
originally proposed and who the authors are.

As mentioned above, all of the approaches to measure IS related risks could be
divided into two large classes: qualitative and quantitative.

Qualitative approaches to measure IS related risks originally appeared to meet
the needs of IT managers and security administrators who needed to define IS
related problems and prioritize their activities to solve these problems. That is
why it was sufficient to have just a qualitative description of the criticality level of
a given risk. Most typical examples of such an approach are presented in Refs. 1)
and 3). And though these approaches are already widely used in the industry,
they have a big problem: an outcome of assessment is always subjective. That is,
different people may assign different criticality levels to the same risk, which, in
turn, may lead to quite doubtful results. So the result of an assessment can be a
possible subject of speculation and manipulation 4) (for example, line managers
in banks are often interested in underestimation of risks as this allows them to
spend more money on operational needs instead of keeping them in a contingency
fund).

As to quantitative approaches, though they can be very helpful for IT staff
as well, the need for such approaches is mostly caused by the recent demand
from business users who are interested in the incorporation of IS related risks
in the total risk management process in order to be compliant with recent legal

requirements (like ISO27001 or JSOX) and in order to achieve a higher level
of control over all possible expenditures (this is necessary, for example, to stay
competitive in the market or not to exceed the budget). So the deliverables of
such approaches must be presented in a way familiar to business users - using
one of the financial metrics to evaluate risk. One of the first remarkable re-
search results in this field is presented in Ref. 5) where the author introduces a
comprehensive methodology which is based on the financial metric described in
Section 3.1. But unfortunately as the author focused on the theoretical aspects
of the methodology, trying to adjust financial metrics to IS related risks, some of
auxiliary variables, proposed to calculate the amount of risk, are immeasurable
in a real IT landscape. The same problem also exists in approaches proposed in
Refs. 6), 7), 8) and 9). Another significant attempt is presented in Ref. 10) where
the authors proposed the direct application of another financial metric, described
in Section 3.2. But the direct application of this metric to IS related risks is im-
possible because of underlying assumptions which are presented in Section 3.2.
So to conclude, this class of approaches is still a subject to research.

We suppose that the main reason for the inapplicability of previously intro-
duced quantitative approaches to real IT landscapes is that they were designed
either from the view point solely of financial analysts or only of IT and secu-
rity engineers. In order to clarify the difference in these concepts in Ref. 11) we
proposed another classification of approaches to assess IS related risks. Here we
extend the classification. This classification also consists of two trivial groups:
micro and macro approaches Fig. 1. The first group is usually preferred by en-
gineers, while the second one by financial analysts.

In the micro-approaches group, the key focus is made on the estimation of the
contribution of each risk individually and/or a group of similar risks, starting
with a threat or vulnerability assessment. This is performed in order to create a
low-level classification of all potentially risky events and ways to exploit available
weaknesses. Afterwards it is considered what kind of loss the founded risks could
lead to, and each risk’s criticality is calculated. Calculated risk metric then is
somehow converted to a monetary scale. The main problem of these approaches
is that their application can be sensible for business users only in case if all
parts of a given system have been deeply and precisely examined, which is often
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Fig. 1 Ways to perform information security QAS.

too expensive and time consuming. Thus very often it is impossible to make a
deep and comprehensive threat and vulnerability assessment because of the high
complexity of the underlying technology, extensively changing external conditions
or lack of time.

Macro-approaches, instead, could be called money-driven, as they are focused
on assessing the monetary value of risks basing on the historical data of already
occurred total loss. So already occurred loss is spread between several groups
of events, leading to a list of typical risks. Each of these risks afterwards could
be further analyzed separately in order to define a mitigation strategy. Accord-
ingly, as these approaches are performed by financial analysts, outcomes of such
approaches may suffer from a lack of historical data of losses. And this fact may
lead to the neglect of possible risks, which for various reasons has not yet oc-
curred. Or it may lead to too high-level classification of groups of risk with the
category “others” covering a significant percent of losses.

Though it may seem obvious to resolve this problem by the simultaneous ap-
plication of both types of approaches, enterprises usually prefer to deploy either
a macro or a micro approach, as the application of both types of approaches at
the same time can lead to contradictory results which will not match each other.
And such a situation may result in problems with external auditors who will con-

sider it as a very critical event potentially leading to faulty financial statements.
And as the result of the audit must be transferred to shareholders, any additional
comments from auditors are very undesirable by the board of directors.

Unlike previously available approaches, our approach is an example of a com-
bination of both micro and macro approaches. That is, we are considering all
security incidents (events which could potentially lead to a monetary loss) as
representatives of some class of security incidents defined with respect to threat
and vulnerability assessment. Then we fix the reasons which are making possible
the occurrence of such events by the deployment of configuration profiles (see
Section 4.1) and afterwards we calculate risk value related to this class by the
extension of a methodology which we previously proposed in Ref. 12).

On account of the potential problems described above, we are focusing on a way
of providing such an output which could be easily converted to financial metric
familiar to a total risk manager. This results in making it possible to determine
an amount to be kept in the contingency fund, to perform cost-benefit analysis
of security strategies and return on security investments in the way shown in
Ref. 13).

3. Financial Metrics

In this section we analyze applicability of typical risk metrics, used by financial
analysts, for the measurement of IS related risks. We also provide a rationale for
selection of Value at Risk (VaR) metric as a basis for our approach.

3.1 ALE/SLE
This metric is considered as an example of the best-practice in financial risk

management. In this metric a risk is defined by the amount of loss that is
expected from it annually, this value is called Annual Loss Expectancy (ALE).
It is defined by the multiplication of the Annual Rate of Occurrence (ARO) -
the number of times a given threat to occur with a given asset and the Single
Loss Expectancy (SLE), which is the monetary value expected from the single
occurrence of a threat entailing this risk.

ALE = SLE × ARO (1)
SLE is defined as the multiplication of Asset Value (AV) by the Exposure Factor
(EF), which represents the percentage of asset lost in an incident.
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SLE = AV × EF (2)
Thus finally risk value is defined as follows:

ALE = AV × EF × ARO (3)
Although this metric is absolutely correct and is widely used in the insurance

industry to assess the consequences of, for example a flood or an earthquake, and
though it seems to be very convenient to use it as an outcome of IS related risks
assessment, unfortunately up to now there is no way of calculating required input
parameters for IS related risks because of their specifics which can be found, for
example in Ref. 14).

3.2 Value at Risk
According to Ref. 15) this metric was originally proposed as an enhancement

to the previous one for a situation with high uncertainties where there is no way
to calculate the precise amount of Annual Loss Expectancy. Here it is replaced
with the probabilistic value which defines a risk by means of a certain amount of
loss that will not be exceeded with a selected confidence level.

In other words, as defined in Ref. 16), VaR summarizes the worst loss over a
target horizon with a given level of confidence (α), so it is an α-quantile of the
projected cumulative distribution function (CDF) of losses over the target time
horizon (see Eq. (4)). Usually in financial applications it is calculated over a 1
year horizon with the confidence level of 95% or 99%.

V aRLoss(α) = inf
{

l
∣∣∣CDFLoss(l) ≥ α

100

}
(4)

In terms of this metric we defined the IS related related risk by two values:
Daily Risk and Annual Risk, see Eqs. (5) and (6).

Daily Risk = V aRDaily Loss(α) = CDFDaily Loss
( α

100

)
(5)

Annual Risk = V aRAnual Loss(α) = CDFAnnual Loss
( α

100

)
(6)

It is necessary to point out that in financial applications according to Markowitz
theory 16) the distribution of losses caused by most risks can be represented with a
normal or log-normal distribution, but it is an unproved assumption for IS related
risks 4). So to use this metric for IS related risks we must estimate the CDF of
DailyLoss and Annual Loss. We describe this process in detail in Sections 4.7

and 4.8.
To conclude, though this metric seems to be more complicated than the previ-

ous one, it can be applied to measure IS related risks.

4. Proposed Approach

In this section we describe our approach to assess IS related risks.
Our approach consists of the following stages: two preliminary stages and four

main stages. Preliminary Stages 1 and 2 are used to perform preparations which
must be done before the execution of the main stages. Preliminary stage 0 is
presented here for completeness purposes in order to define the scope of the
proposed approach in the total risk management process.
• Preliminary Stage 0: Definition of risks to be assessed
• Preliminary Stage 1: Definition and deployment of configuration profiles
• Preliminary Stage 2: Collection of statistical data related to different security

incidents
• Stage 1: Conversion from incidents to losses
• Stage 2: Transformation of data and its analysis
• Stage 3: Estimation of distribution function of Daily Loss
• Stage 4: Estimation of Daily Risk and Annual Risk
As input parameters our approach takes a list of risks to be assessed and

Amount of Incidents time series, which is the daily amount of incidents related
to a given type of security incident. This value must be collected according to
preliminary Stages 1 and 2. We describe these procedures in Sections 4.1 and
4.2.

As an output it provides two values (for each type of security risk): Daily Risk

and Annual Risk. The process of calculation of these values is described in
Section 4.8.

These stages are covered in detail below, but before that we introduce some
theoretical considerations which are used for the justification of our approach.

4.1 Theoretical Considerations
The contents of this subsection are based on our previous research results,

provided in Refs. 11), 12) and 17).
As we already mentioned, one of the required parts of our approach is the
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estimation of the distribution function of Daily Losses caused by IS related
risks. And as distribution of losses is defined by distribution of incidents (see
Section 4.2), it is necessary to have a deeper look at the origin of security incidents
and their distribution function. According to the statistical theory 18), regardless
of the origin of a data sample, its distribution function can be estimated only
in case this sample is homogenous (all samples were taken from one population)
and stationary. So in order to estimate the distribution function of incidents
we must assure that the Amount of incidents and Daily Loss time series are
homogeneous and stationary.

According to Ref. 3) a security incident occurs if there is vulnerability and a
threat which exploits this vulnerability. Thus the distribution of security inci-
dents is defined by two distributions: distribution of threats and distribution
of vulnerabilities (whose combination results in the occurrence of a given same
security incident).

According to Ref. 19) the distribution of threats subsistent to a given organi-
zation can be considered constant for at least a certain period of time. But it
is not possible to state the same about vulnerabilities. The reason for that is
that an IT landscape is a set of heterogeneous IT systems and network equip-
ment and each of these elements consists of hardware and software layers and
thus can be represented as a set of software and hardware entities. But as any
software or hardware entity is defined by a set of trivial components with some
given properties (a set of CPU instructions for software and a set of primitive
electronic elements hardware), and a vulnerability is a property subsistent to a
trivial component itself or to a fixed set of such components, we can conclude
that any change in the state of a given IT landscape leads to potentially different
distribution of vulnerabilities subsistent to this state.

And as we showed in Ref. 11) a typical IT landscape is usually subject to super-
fluous changes in its states (like, installation or replacement of software, changes
in system configuration or IT landscape architecture and so on). And as these
changes in states lead to potential changes in distribution of vulnerabilities sub-
sistent to these states, it results in non-homogeneity of data samples representing
amount of security incidents.

To solve this problem in Ref. 17) we proposed the deployment of configuration

profiles. In a wide sense a configuration profile is defined as a set of hardware
and/or software which has a fixed distribution of vulnerabilities. In practice the
easiest way to have two entities with the same distribution of vulnerabilities is to
acquire uniform hardware and use software replication (software vendors offer this
option for corporate subscribers). An example of a configuration profile is a set
of unified software with fixed add-ons and version numbers. This configuration
profile is deployed on all worksites in an organization by remote installation from
the same distributive. The consistency of this configuration profile is achieved
by a set of technical controls which enforce users not to install any additional
software or any add-ons individually. We also showed that the application of
such a framework leads not only to the reduction of the maintenance cost but
also to a higher level of security assurance as a critical update can be deployed
for all worksites in the network at once.

In terms of mathematical statistics, deployment of such configuration profiles
results in the situation that if a security incident happened for a single worksite,
it would happen for all others under the same external conditions. Hence obser-
vation of security incidents occurring in a large number of such typified worksites
can be considered as a multiple realization of a random variable which has the
same distribution of vulnerabilities subsistent to this fixed configuration profile
and the same distribution of threats subsistent to the organization involved. So
it means that statistics collected from different samples of the same configuration
profile would represent the result of multiple experiments with same probabilistic
parameters. And thus it is possible to conclude that gathered data will be ho-
mogenous and can be used to approximate the distribution function of security
incidents and consequently losses.

4.2 Definition of Risks to be Assessed
As we already mentioned above, a detailed description of this stage is beyond

the scope of this paper. If in short, at this stage IT and security engineers
together with business users must define a list of the most critical IS related risks
from a business point of view and IT and security engineers must math these
risks with relevant technical systems.

4.3 Definition and Deployment of Configuration Profiles
At this stage IT and security engineers must define and deploy configuration
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profiles for all risks selected at the previous stage and start the collection of
statistical data. In case there is an urgent need to change the configuration or
implement an additional countermeasure it is recommended (if applicable) to
distinguish which vulnerabilities such a replacement could fix and reflect related
changes in incidents statistics.

4.4 Collection of Statistical Data Related to Different Security In-
cidents

At this stage, the amount of security incidents for all selected types of incidents
is collected, day by day filling the Amount of Incidents time series for each type
of incident.

4.5 Conversion from Incidents to Losses
After some amount of incidents data is collected it must be converted to losses.

This conversion must be performed separately for each given type of security
incident. Precise methodology for this step should be developed in advance by
business users as they possess information about the cost of all assets.

We recommend taking into account the following factors (see Eq. (7)), though,
of course, when applied to a concrete organization, they must be checked and
in case of any trouble must be adjusted. Costs of tangible and intangible assets
involved may also include all losses of all third parties involved or all losses which
must be compensated for according to claims of third parties.

Loss per Incident = total man hours per incident × average salary

+ business cost of downtime

+ cost of tangible assets damaged

+ cost of intangible assets involved (7)
Daily Loss time series then should be calculated by multiplication of
Loss per Incident by Amount of Incidents for each day (see Eq. (8)).

Daily Loss = Loss per Incident ∗ Amount of Incidents (8)
4.6 Transformation of Data and its Analysis
As mentioned in Section 4.1, stationarity is a second required condition for esti-

mation of the distribution function. So before estimation of CDF of Daily Loss,
this time series must be checked for stationarity. We propose using a combi-
nation of tests: Augmented Dickey-Fuller (ADF) test and Phillips-Perron (PP)
test (description of these tests is provided in Ref. 20)). This process is shown

Fig. 2 Process of transformation of data to stationary state.

in detail on Fig. 2. Confidence levels of results of ADF and PP tests must be
checked taking into account Durbin-Watson statistics 21).

In case original Daily Loss time series is found to be non-stationary, it must
be transformed to stationary state either by taking the first order difference
(or difference of a higher order) or by presenting original data as a combina-
tion of intercept, trend and stationary component as described, for example in
Ref. 22). For simplification of equations, later in this section we assume that the
Daily Loss time series is stationary. If not, the steps below must be applied to
a stationary transformation. Finally Daily Risk and Annual Risk values must
be calculated with respect to the transformation performed. An example of such
calculation for the worst case, when non-stationary Daily Loss time series is
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represented as a sum of stationary and non-stationary time series is provided in
Section 5.

4.7 Estimation of Distribution Functions of Daily Loss
To obtain an estimation of the cumulative distribution functions (CDF) of

Daily Loss we propose the application of a kernel density estimation method-
ology using the Rosenblatt-Parzen approach with the Epanechnikov kernel 18)

considered as the best kernel for small amounts of sample data 23).
4.8 Estimation of Daily Risk and Annual Risk
In order to estimate a value of a Daily Risk we apply VaR methodology with

the confidence level α, which is α-quantile of CDF of a daily loss. In financial
applications α is usually equal to 95% or 99%.

Thus Daily Risk is calculated as shown in Eq. (9), where V aRDaily Loss
α is

Value at Risk for Daily Loss at confidence level α and qDaily Loss
α is α-quantile

of Daily Loss distribution.

Daily Risk = V aRDaily Loss(α)

= CDFDaily Loss
( α

100

)
= qDaily Loss

α (9)

Afterwards we propose calculation of qDaily Loss
α by application of Rankit-

Cleveland quantile estimation method as described in Ref. 24).
As to the Annual Risk, as arises from Section 4.1, usually the collection of

statistics for a given type of security incident during several years isn’t possible.
So it isn’t possible to estimate Annual Risk in the same way as Daily Risk. To
solve this problem we propose using approximation of α-quantile of Annual Loss

distribution as follows: according to Central Limit Theorem 24) if xi is any random

variable,
n∑

i=1

xi ∼ N(μ, σ2) for large n, where N(μ, σ2) is Normal distribution

with mean μ and variance σ2.

Thus according to Ref. 15) q

∑
xi

α = σ*Φ( α
100 ), where Φ(x) is a CDF of Standard

Normal distribution. Hence because of stationarity of the sample provided in

Stage 5,
n∑

i=1

Daily Loss ∼ N(μ, σ2) for large n - number of days. Thus

Annual Risk = V aRAnual Loss(α) = CDFAnnual loss
( α

100

)
= qAnnual Loss

α

= Φ
( α

100

)
∗
√√√√V ariance

(
n∑

i=1

(Daily Loss)

)

= Φ
( α

100

)
∗
√

nσ2+2(n−1)ρ1σ2 + . . . + 2(n−(n−1))ρn−1σ2,

(10)

where n = 365, and ρi is i-th autocorrelation coefficient of Daily Loss which
can be obtained form the correlogram of the data sample 23). Φ(x) is a CDF for
Standard Normal distribution. Φ(0.95) = 1.65 and Φ(0.99) = 2.33.

We can improve the estimation for Annual Risk in a special case: accord-
ing to Ref. 22) Eq. (10) achieves its minimum value if all Daily Lossi are com-
pletely independant random variables which means there is no serial correlation
in Daily Loss time series (or all ρi = 0) then Annual Risk = Φ( α

100 )σ
√

n and
Eq. (10) achieves its maximum value if all Daily Lossi are completely dependent
variables which means there is perfect serial correlation in Daily Loss time se-
ries (or all ρi = 1) then Annual Risk = Φ( α

100 )σn. So it is an upper limit for
Annual Risk. Or

Φ
( α

100

)
σ
√

n ≤ Annual Risk ≤ Φ
( α

100

)
σn (11)

It is important to note here, that we can estimate Annual Risk even in case
we have m < n = 365 observations. In this case Variance in Eq. (10) should be
calculated taking all ρj , j = m, 365 as shown in Eq. (12):

Variance

(
n∑

i=1

(Daily Loss)

)
= nσ2 + 2(n − 1)ρ1σ

2 + . . .

+ 2(n − (m − 1))ρm−1σ
2

+ 2(n − m)σ2 + . . . + (n − (n − 1))σ2

(12)

5. Example of Application

In this section we provide the application of the proposed approach to a real
IT landscape. The data was collected in one small business organization during a
time period of 199 days (August, 03 2009 - February, 20 2009) with the permission
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of the chief executive officer in charge. The amount of incidents was calculated
on a daily basis including weekends and national holidays.

To be able to demonstrate the application of the proposed approach without
making additional efforts, we selected a case where the precise calculation of the
total amount of incidents is a very trivial task (it is possible to state that all of
the occurred incidents were detected).

An incident investigated in this example is the event of the arrival of a single
spam message to the company mail server. A spam message is denoted as a mes-
sage which is not addressed to any employee of this organization or organization
itself or such a message addressed to the employees or organization, which are
not related to the personal or business needs of employees or the business needs
of the organization. So, for example, if person A has provided his corporate email
address to company B while making a personal inquiry, emails from company B
addressed to person A will not be considered as spam during the processing time
of his inquiry. But all emails from this company sent to him later or emails from
other companies to which he has never given his corporate email address will be
considered as spam emails.

Employees of the organization were asked to calculate and report the daily
amount of spam messages they get, which were summed up by IT staff, thus
calculating the Amount of Incidents. The original purpose of this investigation
was to test a new antispam solution (which is beyond the scope of this research
paper), which however was functioning only in a test mode without making any
changes to the original emails flow (just making independent internal calculus of
the total amount of messages and messages to be considered as spam) so only
IT staff were able to compare results reported by employees and obtained from
this system. There were no changes in the configuration of this system during
the whole experiment time.

As employees were detecting spam messages manually without relying on any
automated criteria and there were no any other antispam solutions filtering the
emails stream going into corporate network from the outside world (internet
service provider was especially asked to turn off any external antispam solutions),
all employees were receiving all messages sent to their corporate email address and
thus it is possible to conclude that the requirements of preliminary Stages 1 and

Fig. 3 Part of IT landscape related to email processing.

2 to collected data are met (as it is possible to consider that a given email client
without any kind of antispam protection is a fixed software package defined in
terms of Section 4.1, which is absolutely vulnerable to all realizations of a spam
threat applied to the assets of this organization - corporate email addresses).
And as stated above, configuration of an independent antispam solution was not
changing as well.

5.1 Landscape Description
The part of the IT landscape related to email processing and spam detection is

presented on Fig. 3. The landscape consists of the external mail server which is
connected with the internal enterprise resource planning (ERP) system which has
an incorporated email client where employees usually check their emails (accord-
ing to current business process). These emails are collected from two sources: the
ERP system itself (which incorporates a kind of trivial mail exchange system for
internal messages between employees) and the external mail server. According to
the business processes of this organization most of the correspondence is usually
sent between employees (thus through the ERP system) and some small amount
is expected to be obtained from outside (using an external mail server).

5.2 Application Results
The collected daily incidents statistics is presented on Fig. 4.

Journal of Information Processing Vol. 18 213–226 (Sep. 2010) c© 2010 Information Processing Society of Japan



221 An Approach to Perform Quantitative Information Security Risk Assessment in IT landscapes

Stage 1: Conversion from incidents to losses
As the arrival of a spam message does not lead to downtime or damage of

tangible or intangible assets, the occurred loss depends only on man-hours spent
to this incident. Here it will be the amount of time spent by employees reading
this message and defining whether it is spam or not. So it is approximately
possible to count it as 10 seconds per incident. The average salary of employees
in the organization is $3000 per month. So as they are supposed to work about 22
days per month, 8 hours per day, the total loss because of a single spam message
(Loss per Incident) is approximately $0.05 (as employees do not produce any
useful value while they are reading a message in order to define if it is a spam
one or not). Thus in this concrete case it is possible to convert data from the
amount of incidents per day to the amount of loss simply by the multiplication of
it by 1 incident price ($0.05). The Daily Loss time series obtained as a result of
Eq. (8) and relevant correlogram �1 (15 lags) are presented on Fig. 5 and Fig. 6
accordingly. In this concrete case the Daily Loss time series is extremely similar
to daily the Amount of Incidents time series statistics, but in general these time
series can differ significantly.

�1 A correlogram is a plot of values of the sample autocorrelation function (AC), rk and
partial (auto)correlation function (PAC), r∗k versus time lag, k. These values are calculated

as follows: rk =

T∑
t=k+1

(Yt−Y )(Yt−k−Y )

T∑
t=1

(Yt−Y )2

, where Y is a sample mean of time series Y , T is

number of observations in time series Y . And r∗k =

T∑
t=k+1

Y ∗
t Y ∗

t−k

T∑
t=k+1

(Y ∗
t−k

)2

, where Y ∗
t and Y ∗

t−k are

residuals from the regression of Yt and Yt−k on (1, Yt−1, Yt−2, ...., Yt−k+1) and T is number
of observations in time series Y . The dotted lines in the plots are the approximate two
standard error bounds computed as ± 2√

T
. If the autocorrelation or partial autocorrelation

is within these bounds, it is not significantly different from zero at (approximately) the 5%
significance level 25).
The shape of AC and PAC plots can be used for preliminary judgment of stationarity
(as a check of necessary conditions) and, in case original time series is not stationary, it
can suggest a way to transform it to a stationary state or combination of stationary and
non-stationary components. These techniques are described in detail in Refs. 22), 26).

Fig. 4 Amount of Incidents graph.

Fig. 5 Daily Loss graph.

Stage 2: Transformation of data and its analysis
As seen from the correlogram all lags exceed the border and there is no trend in

the decreasing of these values. So it is possible to make a preliminary conclusion
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Fig. 6 Daily Loss correlogram.

Fig. 7 ADF test for losses.

that most likely Daily Loss time series is not stationary. But at first it is better
to check it with ADF test Fig. 7.

As ADF test statistics is higher then t-Statistics for 1% and 5% confidence
level, the original data is non stationary. Let’s try to check if Daily Loss can be
presented as a sum of intercept and trend and make ADF test again. Figure 8
shows that in that case ADF test statistics is much lower then t-Statistics for
1% level and as Durbin-Watson statistics is close to 2, the result of the test is
trustworthy. Estimated coefficients for trend and constant are shown on Fig. 8.

The result obtained means that the Daily Loss time series can be represented
as the sum of new adjusted stationary time series - New Stationary Data, linear
trend and constant as shown in Eq. (13).

New Stationary Data = Daily Loss − ((−0.007723) ∗ trend + 1.977877)
(13)

Fig. 8 ADF with trend and intercept assumption.

Fig. 9 ADF test for new data sample.

It means that values from the new adjusted stationary data will fluctuate around
the trend line shifted by a constant.

The results of ADF and PP tests applied to new data and its correlogram are
presented on Fig. 9, Fig. 10 and Fig. 11 accordingly. As ADF statistics is less
than t-Statistics for 1% value, the data sample is stationary.

As Durbin-Watson statistics is close to 2, results of tests are trustworthy.
Stage 3: Estimation of distribution function of Daily Loss
Having done the adjustment of data to a stationary state it is possible to

perform kernel density estimation as described in Section 4.7. An outcome of
this stage is presented in Fig. 12. Thus the original Daily Loss distribution
function for a day number d can be approximated by a function with the same
density function and mean value shifted each day by (−0.007723)*trend(d) +
1.977877.
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Fig. 10 PP test for new data sample.

Stage 4: Estimation of Daily Risk and Annual Risk
Applying the Rankit-Cleveland quantile estimation method, 95%-quantile of

this distribution equals approximately 2.8023 per each day. Thus accord-
ing to Eq. (5), Daily Risk for a given day number d is equal to $(2.8023 +
(−0.007723)*trend(d) + 1.977877).

Daily Risk = $(2.8023 + (−0.007723)*trend(d) + 1.977877)
� $(4.7801 + (−0.007723)(d − 1)) (14)

Thus according to Eq. (10) modified by Eq. (12), taking into account that
Daily Loss time series contains non-stationary deterministic components (trend
and intercept), the Annual Risk for this organization for spam messages with
95% confidence level can be calculated as presented in Eq. (15):

Annual Risk = V aRAnnual Loss(95%) = CDF

365∑
i=1

(Daily Loss)

(0.95)

= CDF

365∑
i=1

(New stationary Data)

+
365∑
i=1

(trend(i) ∗ (−0.007723) + 1.9778)

= Φ(0.95) ∗
√√√√V ariance

(
365∑
i=1

(New stationary Data)

)

+ 208.8862

Fig. 11 Correlogram for new data.

= 1.65 ∗
√

60521.11 + 208.8862
� (rounded up to integer value) $615 (15)

Of course as VaR methodology does not offer full warranty (we just know that the
daily loss will be lower than a given value only with a given level of confidence,
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usually 95 or 99%) the organization should take additional measures to mitigate
residual risk if it considers that the maximum expected loss is much higher than
it can accept (for example loss leading to a bankruptcy). So if they keep in
a contingency fund an amount which equals to VaR they know that a bigger,
extremely critical loss can happen only in 1% or 5% of cases (depending on
confidence level applied before). So annually it will be about 365*(100−99

100 ) � 4
times per year for 99% confidence level. Thus they can buy a year insurance
policy with required coverage amount which can be executed not more then 4
times per single year.

5.3 Cost Benefit Analysis of Selection Antispam Solution
Now it is very easy to estimate the efficiency of security investments on an

antispam solution. One way to do it is the calculation of Net present value
(NPV), see Ref. 13).

Fig. 12 Density estimation �2.

�2 Negative loss values on the graph arose due to specifics of selected kernel density esti-
mation method and should be understood as nearly equal to zero. So the graph should
be understood as the density estimation of loss function in case loss is greater than zero.
And the probability that the loss is equal to zero is around 40% (computed using triangle
approximation).

NPV =
Expected loss

(1 + r)
− Price of solution

Depreciation period
(16)

where r is discount (interest) rate.

6. Interpretation of Results

Having done the calculus above it is possible to conclude that the amount of
risk related to spam activities for this organization is $615 per year.

Figure 13 shows the collected incidents statistics with the trend line. The
trend is negative, which, means that the amount of spam has a tendency to
reduce in future. At first this result could seem to be unnatural, but according
to reports of several IT security consulting companies 27),28), it is possible to see
that they have got exactly the same result for the 2008 financial year. The
explanation could be as follows: according to Ref. 27) on the 11th of November
2008 the US hosting provider was taken offline by its upper level network provider
because of the very high spam activity of its clients. And this step has drastically
decreased the amount of spam worldwide.

In the data observations (Fig. 13) November, 11 has the number 101. It is
possible to see that the behavior of the function of total spam emails per day
really seems to change after the specified date.

Fig. 13 Daily incident data with trend.
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In this paper we use the definition of effectiveness as an ability to produce an
intended or expected result and efficiency - as an ability to accomplish a given task
with reasonable efforts. The effectiveness of the proposed approach is justified
by underlying mathematical considerations. And its efficiency is justified by the
fact that the deployment of the proposed approach does not require significant
expenditures or human efforts.

7. Conclusion

In this paper we proposed an approach to perform the quantitative assessment
of risks related to information security. The proposed approach is based on
statistical data and not on subjective qualitative assumptions and can be easily
applied in any IT landscape in any organization. As an outcome of assessment
our approach provides two values for each selected risk and given confidence level
α: Daily Risk and Annual Risk. And as these variables are defined through
values of a well-known financial risk metric V alue at Risk (see Eqs. (5) and (6)),
outcomes of our approach can be easily used for IS management and incorporation
of IS management into Total Risk Management process.

A possible limitation of our approach is the necessity to make a preliminary
adjustment of a given IT landscape, deploying configuration profiles. Though
preparation of such profiles may definitely require additional efforts from security
team, in some cases (like in example from Section 5) it turns into a very trivial
process.

But in spite of some additional efforts, the pay off provided by the deployment
of the configuration profiles will be not just a possibility to quantify risks but
also the reduction of future maintenance efforts, the reduction of cost of a single
worksite (as unification leads to the possibility of buying software and hardware
with significant discounts) and the possibility to save on unprofitable security
initiatives.
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