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Base Station Placement for Effective
Data Dissemination in Sensor Networks
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Reprogramming sensor nodes is important for managing sensor networks.
The latest reprogramming protocols use radio communication to distribute
software data. In multi-base station sensor networks, the placement of the
base stations affects several wireless reprogramming performance metrics. We
developed a method for placing base stations, and we evaluated the features
of software dissemination for multi-base station sensor networks. Simulations
showed that the placement and number of base stations and the number of data
segments were the key parameters in software dissemination.

1. Introduction

Advances in MEMS and low power wireless communication technology have led
to the development of wireless sensor networks (WSN). A typical WSN consists
of a number of small battery-powered sensor nodes that sense, collect, and trans-
fer various data autonomously. There are many WSN applications and services,
including structural monitoring, security, position tracking, and so on. These
networks include state-of-the-art technologies (ad-hoc network routing, data pro-
cessing, position estimation, etc.), and these technologies are implemented as spe-
cific codes on the sensor nodes. These technologies are highly advanced and still
developing. Therefore, these codes will be modified or extended in the future for
long-running applications using WSNs. Thus, a method to efficiently reprogram
many deployed sensor nodes is necessary.

Wireless reprogramming has been extensively researchedV ™. Wireless repro-
gramming distributes the new code to a lot of sensor nodes using wireless mul-
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Fig.1 Wireless reprogramming.

tihop communication. Figure 1 illustrates one wireless reprogramming process.
The purpose of general protocols in WSNs is data acquisition: the base station
aggregates lots of small amounts of data from the edge nodes. In contrast, the
purpose of wireless reprogramming protocols is data dissemination: the base sta-
tion disseminates large data packets to the entire network. Because WSNs are
becoming larger, more than one base station is needed to disseminate software.
However, most of the reprogramming protocols that have been discussed assume
a single-base station environment, and multi-base station environments have not
been discussed.

Here, we present methods of placing base stations in large-scale WSNs. First,
we treat software dissemination as a facility location problem. Second, we treat
multi-base station placement as a circle packing problem. Third, we evaluate the
features of software dissemination for multi-base station WSNs.

This paper is organized as follows. In Section 2, we explain several issues
related to wireless reprogramming and the facility location problem. An overview
of our proposed technique, packing, is introduced in Section 3. We describe the
simulation environment, evaluate packing, and analyze several characteristics of
segmented data dissemination in Section 4. Finally, Section 5 summarizes the
paper and mentions future work.

2. Related Issues

2.1 Challenges of Reprogramming
Many wireless reprogramming protocols share design challenges. Here, we deal
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Fig.2 Three pipelining segments in a four-hop network.

with the three most important challenges :

(1) Completion time: The reprogramming completion time affects services
using WSNs. When we reprogram the network, we have to stop the services
and wait until the code update is completed. Thus, we have to minimize
the reprogramming completion time.

(2) Energy efficiency: Sensor nodes are usually battery-powered and the
sensor node battery provides the energy used in reprogramming. This
battery also supplies energy for computing, communication, and sensing
functions. Therefore, reprogramming must be energy-efficient.

(3) Reliability: Reprogramming requires the new code to be delivered
throughout the entire network, and the delivered code must be executed
correctly on the sensor nodes.

In the next section, we explain two techniques used in several reprogramming
protocols to resolve the challenges listed above.

2.2 Reprogramming Approaches

2.2.1 Pipelining

Pipelining was developed to accelerate reprogramming in multihop net-

works 2):6)

Pipelining allows parallel data transfer in networks. In pipelining,
a program is divided into several segments, and each segment contains a fixed
number of packets. Instead of receiving a whole program, a node becomes a
source node after receiving only one segment. Figure 2 shows the process of
software distribution in pipelining. There are five sensor nodes deployed linearly.
A dashed line represents the interference range, and a solid arrow represents the

reliable communication range. To avoid the hidden terminal problem, the parallel
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data should be transferred with at least three-hop spacing. In Fig. 2, while (D) is
sending segment 1 to (E), (A) is sending segment 2 to (B) simultaneously. Thus,
pipelining can transfer program codes fast by overlapping the segments. Particu-
larly for transmitting a large program, pipelining can reduce the completion time
significantly.

2.2.2 Negotiation

Negotiation is used to avoid data redundancy and improve reprogramming re-
liability. As explained above, pipelining is done through segmentation. After the
data is segmented, it is necessary to avoid broadcast storms that are caused by
dealing with a large number of segments. A negotiation scheme was developed in
SPIN ™. This scheme uses three-stage handshakes between senders and receivers.
Figure 3 shows the three-stage handshake. There are three types of messages
(ADV, REQ, and DATA) in simple negotiation protocols. First, the source node
(A) sends an ADV message, which includes its received segment information, to
neighboring nodes (B). Second, if the destination node receives the ADV message,
it compares its own segment with the received segment information and decides
whether it needs the segment sent by the source node. If the segment is needed,
the receiver requests the segment from the source node by sending an REQ mes-
sage. Finally, if the source node receives the REQ message from the destination
node, it forwards the requested DATA message. By using this scheme, the source
node knows which segment is requested before sending it out. This reduces data
redundancy. Although the negotiation scheme has advantages for pipelining, the
control packets cause some problems. A three-stage handshake needs at least two
control packets (ADV and REQ messages) to send each DATA message. Thus, if
we increase the number of segments to accelerate code distribution, the number
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of control packets increases. This reduces energy efficiency and reliability for two
reasons. First, sending messages is one of the most energy-consuming actions
for sensor nodes. Second, when many messages are sent, message collisions may
occur. Therefore, it is necessary to control the number of divided segments.

2.3 Hierarchical Reprogramming

Hierarchical reprogramming accelerates software distribution and reduces the
number of control packets. Firecracker® and Sprinkler® are known as hierar-
chical reprogramming protocols. Figure 4 illustrates their operation. First, the
base station sends program codes to nodes in the upper layer of the node hierar-
chy (i.e., pseudo-base stations). Then the pseudo-base stations distribute codes
to other nodes in their local areas. Except for Firecracker and Sprinkler, most
reprogramming protocols start distributing software from a single base station in
the network and assume no hierarchy.

Hierarchical reprogramming protocols improve reprogramming efficiency, but
the decision method for the placement of pseudo-base stations has not been dis-
cussed. Deploying base stations in suitable places greatly improves the efficiency
of the reprogramming.

2.4 Facility Location Problem

Constructing an efficient network is one of the challenges for sensor networks.
Although there are several definitions of efficiency, we consider an efficient net-
work to be a network that can accelerate software distribution, reduce network
traffic, or reduce power consumption of sensor nodes. Network construction refers
to the placement of base stations. The placement of base stations is treated as a
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facility location problem. A facility location problem is a mathematical problem
that concerns deciding the most suitable location for facilities (e.g., educational
facilities, medical centers, department stores, etc.) in terms of economic efficiency
or convenience. These problems can be treated as packing problems, covering
problems, or problems involving Voronoi diagrams. In this paper, we treat the
placement of base stations as a circle packing problem.

3. Modeling and Analysis of Placement of Base Stations

Here, we assume program codes disseminate concentrically at constant speeds
from each base station in a planar network. Placement order minimizes inter-
ference between the propagating waves of the software distribution from each
base station. In other words, placement should maximize the dimensions of the
concentric circles centered on each base station when propagating waves contact
each other. Then, the placement decision becomes a circle packing problem. This
problem has been discussed both as a theoretical geometrical problem as well as
a hard test for global optimization methods. The circle packing problem is re-
placed by a problem that maximizes a minimum value of the distance between
two circles and the distance between the circle and the boundary of the unit
square. An optimized solution to the problem is expressed using the following

10)

symbols

S: Unit square
SB: Boundary of S
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n: Number of equal circles that are packed in S

xz;: Center of a number ¢ circle

D,,: Delaunay triangulation with z;(i =1,...,n)

d(z;, z;): Euclidean distance between z; and z;

d(x;, SB): Euclidean distance between z; and SB
maxz min][ min d(z;,z;), min d(z;, SB)]

(4,)€EDn i=1,...n
st. ;€8 i=1,...,n
The best known packings of equal circles in the unit square are already known.
Figure 5 shows some examples of circle packings V). We used a packing approach
for multi-base station placement. In this approach, base stations are placed in
the center of each circle.

To evaluate the packing approach, we developed other methods called the ran-

dom approach and the edge approach.

¢ Random approach: Placement of base stations is decided by uniform ran-
dom numbers. This method is similar to the decision method of pseudo-base
stations in Sprinkler 9.

e Edge approach: Base stations are placed at the edges of networks. This
method is similar to the pseudo-base station selection in Firecracker®. Ad-
ditionally, assuming networks are dealt with using Voronoi diagrams, all di-
mensions of the base stations’ Voronoi cells are nearly equal.

e Packing approach: Base stations are placed at the centers of circles that
are packed in the unit square.

WY

(a) 2 circles (b) 4 circles

(c) 6 circles

Fig.5 Packings of equal circles in the unit square.
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4. Simulation Evaluation

4.1 Environments

In this section, we describe an evaluation of the packing approach using the
TinyOS 2 network simulator (TOSSIM '¥)). The purpose of this evaluation is
to show that the packing approach is superior to other approaches in terms of
completion time, network traffic, and power consumption.

First, we explain the implementation and evaluation parameters of the simula-
tion. To evaluate the proposed approaches, we adopted MNP © as a reprogram-
ming protocol. This state-of-the-art protocol includes pipelining and negotiation.
In TOSSIM, completion time and network traffic were observed, but the battery
or power consumption of sensor nodes was not duplicated. Then, we calculated
power consumption on the basis of the typical power consumption of Mica2 Motes
in Table 1 'Y, When node i sends S;; packets and receives R;; packets during
t ms, the power consumption of node ¢ P;(t) is expressed as follows.

P(t)=20-S3+8 Ry +1.25-¢ (1)
If there are k£ nodes in the network and the protocol needs 7' ms to reprogram
an entire network, power consumption of the entirety Pj,tq; is as follows.

k
Ptotal — Z Pz(T) (2)
i=1

Next, we describe the simulation environment. Table 2 shows the simulation
parameters. We assume each node has a transmission radius of 50 feet, so it
can receive messages within a 25-foot radius. Nodes are deployed in a reticular
pattern 10 x 10 or 20 x 20. Each node has 40 feet of spacing. Eighty packet-
sized program codes are divided into 10 segments and distributed. Figure 6
illustrates sample topologies when there were four base stations in the network.
In Fig. 6, colored squares represent base stations and heavy lines express Voronoi

Table 1 Typical power consumption of Mica2 Motes.

Operations Power consumption (nAh)
Send one packet 20.000
Receive one packet 8.000
Idle listen for 1ms 1.250

© 2010 Information Processing Society of Japan



92 Base Station Placement for Effective Data Dissemination in Sensor Networks

Table 2 Simulation parameters.

Network topology 10 x 10 grid, 20 x 20 grid
Node spacing 40 feet

Radio transmission radius | 50 feet

Program code size 80 packets

Number of segments 10 segments
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Fig. 6 Topologies with four base stations.

boundaries.

4.2 Base Station Placement

In this section, we compare three approaches in two networks of different sizes.
Figure 7 shows simulation results for a 10 x 10 network. These graphs show
that every approach had shorter completion time and reduced network traffic
and power consumption with more base stations. The packing approach obtained
almost all the best scores compared with the others, regardless of the number of
base stations.

Figure 8 shows simulation results for a 20 x 20 network. As in Fig.7, all
approaches improved reprogramming efficiency. Again, packing was the most
efficient placement approach.

4.3 Network Size and Number of Base Stations

Next, we evaluate the relationship between the number of base stations and
the network size. We used only the packing approach and increased the number
of base stations from 5 to 25. Figure 9 compares the performance of the entire
network for a 10 x 10 network and a 20 x 20 network. Every result shows that in a
20 x 20 network, the characteristics of the evaluation parameters monotonically
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Fig.8 Comparison of three approaches
in a 20 X 20 network.

Fig.7 Comparison of three approaches
in a 10 X 10 network.

decreased as the number of base stations increased. On the other hand, in a
10 x 10 network, increasing the number of base stations caused poor results.
Figure 10 shows performance per node in the two networks. The values in
Fig.9 divided by the number of its own nodes gives the values in Fig.10. A
10 x 10 network’s reprogramming efficiency clearly deteriorated as a result of an
increase in the number of base stations. Thus, it is conceivable that there are
upper limits to the number of base stations for each network size that can help
improve reprogramming performance efficiently. If so, exceeding the upper limit
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Fig.9 Comparison of 10 x 10 network
with 20 x 20 network using pack-
ing approach (entire network).

Fig.10 Comparison of 10 x 10 net-
work with 20 x 20 network using
packing approach (per node).

would have adverse effects on reprogramming.

4.4 Analysis of Adverse Effects

The adverse effects are due to the inherent characteristics of pipelining. Pipelin-
ing works well when there is a large number of hops between base stations and
farthest destination nodes. In contrast, a small number of hops causes delay in
code distribution. In the 10 x 10 network in Figs.9 or 10, when there are five
base stations, each base station has to send segments to the farthest four-hop
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Fig.11 Propagation time for four sample segmentation numbers.

nodes. Furthermore, each base station only has to send segments to one-hop
nodes when there are 25 base stations. Therefore, increasing the number of base
stations shortens the required number of hops needed to reprogram the entire
network and causes inefficient pipelining.

We also evaluate the influence of the segmentation number on reprogramming
performance. In this section, we use only the packing approach and change the
segmentation number from one to ten in a 20 x 20 network. Figure 11 shows
the percentage of nodes that were programmed in a given 10-second interval.
These graphs indicate the reason for the adverse effects. From Figs. 11 (a) to (d),
program reception times are delayed due to the increased numbers of segments.
Furthermore, entire completion times are also delayed. Therefore, it is clear that
segmentation and pipelining distribution did not work well.

Next, we take notice of the control message and the power consumption. Fig-
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ure 12 illustrates details of the control messages. In contrast to the constancy
of the DATA messages (program data), ADV messages and REQ messages in-
creased with the number of segments. This shows that even with a small number
of program data retransmissions, there may be any number of control messages
used to negotiate with neighboring nodes. Increasing the number of control mes-
sages (packets) causes data collisions and deteriorates data transfer reliability.
Figure 13 illustrates the power consumption of the entire network related to
completion time and control messages.

We also analyzed the characteristics of pipelining in linear networks. Nodes are
deployed in a 1 x 100 linear pattern. We changed the number of segments from
1 to 20. Figure 14 shows the completion time for the entire network. Division
number 10 led the fastest transfer, and division number 20 led a poor result.
Figure 15 shows the completion time per node. In 1 segment and 5 segments,
nodes placed near the base station were reprogrammed faster than 10 segments.
This suggests that when short paths are needed to disseminate data, having fewer
segments is desirable.

Therefore, due to the pipelining characteristics, when a base station has to
distribute a program code to only a few-hop nodes, segmented data dissemination
is not suitable. Segmentation and pipelining work well when long paths are
needed to propagate program data in wireless reprogramming. For fast transfer,
the packing approach is useful. If few hops are needed to disseminate software
data, we do not have to divide the data into segments. If many hops are needed,
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segmentation is required.
5. Summary and Future Work

We presented a packing approach that can reprogram large-scale sensor net-
works efficiently by increasing the number of base stations and placing them in an
appropriate manner. Simulations showed that the packing approach can shorten
completion time and reduce network traffic and power consumption effectively.
In addition, we found that the optimal number of base stations is determined by
the network size. Furthermore, we characterized segmented data dissemination
in multi-base station sensor networks.

In future work, we will try to change simulation topologies and evaluate them in
various environments. For instance, we will scale network size, place barricades,
and deal with node irregularities. Then, we will search for the numbers of base
stations, placements, and the numbers of segments that are best suited to the

targeted networks.
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