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A Fast VLSI Architecture of Output Probability
Computations and Viterbi Scorer for HMM-
Based Recognition Systems with Store-Based
Block Parallel Processing
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and NAOFUMI TAKAGI

In this paper, We present a fast VLSI architecture for output probability
computations of continuous Hidden Markov Models (HMMs) and Viterbi scorer
with store-based block parallel processing (StoreBPP). We also demonstrate fast
store-based block parallel processing (FastStore BPP) which exploits full perfor-
mance of the StoreBPP.
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1. Introduction

Due to their effectiveness and efficiency for user-independent recognition, hidden
Markov models (HMMs) are widely used in applications such as speech recognition
(word recognition, connected word recognition, continuous speech recognition), lip-
reading, and gesture recognition. Output probability computations and Viterbi scorer
are the most time-consuming part of HMM-based recognition systems.

High-speed VLSI architectures optimized for recognition tasks have been devel-
opedl)’7> for the development of well-optimized HMM-based recognition systems.
Mathew et al. developed accelerators for the SPHINX 3% speech recognition system6)
and perception accelerators for embedded systems7). Yoshizawa et al. investigated a
block-wise parallel processing for output probability computations of continuous HMMs
and Viterbi scorer, and proposed a high-speed VLSI architecture” . Nakamura et al.
also investigated a block-wise parallel processing method, store-based block parallel pro-
cessing (StoreBPP), for output probability computations of continuous HMMs, and
proposed a high-speed VLSI architecture without Viterbi scorer® . Different block par-
allel processing methods require different architectures of Viterbi scorer. Viterbi scorer
which is suitable for the StoreBPP architecture is required for the development of well-
optimized future HMM-based recognition systems.

In this paper, a pipelined VLSI architecture of Viterbi scorer for StoreBPP is pre-
sented. We also demonstrate fast store-based block parallel processing (FastStore BPP)
for output probability computations of HMMs and Viterbi scorer, and present a VLSI
architecture that supports it, which exploits full performance of the StoreBPP.

Compared with the conventional StoreBPP® and StreamBPPY, the proposed ar-
chitecture requires fewer registers and processing elements and less processing time.
A comparison demonstrates the efficiency of the proposed architecture. The results
show that full performance of the StoreBPP has been exploited by the FastStoreBPP
architecture which extends the bit length of the input bus (e.g. 8-bit to 16-bit).
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Fig.1 Basic structure of HMM-based recognition hardware.

2. HMM-based Recognition Systems

2.1 HMM-based Recognition Hardware
Figure 1 shows the basic structure of HMM-based recognition hardware’)~"). The out-
put probability computation circuit and Viterbi scorer work together as a recognition
engine. The inputs to the output probability computation circuit are feature vectors of
several dimensions and model parameters of HMMs. These values are stored in RAM
and ROM respectively. The RAM, ROM, output probability computation circuit and
Viterbi scorer interconnect via a single bus, and memory accesses are exclusive. The
output probability computation circuit outputs the results of the output probability
computation of HMMs. The Viterbi scorer outputs likelihood score using the Viterbi
algorithm. In HMM-based recognition systems, the most time-consuming task is output
probability computations and likelihood score computations, and the output probability
computation circuit and the Viterbi scorer accelerate these computations. The output
probability computation circuit and the Viterbi scorer have several register arrays and
processing elements (PE's) for efficient high-speed parallel processing.
2.2  Output Probability Computation of HMMs and Likelihood Score
Computation with Viterbi Algorithm

Let Oy, O2, ..., and Or be a sequence of P-dimensional input feature vectors to
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HMMs, where O; = (041, 012, ..., otp), 1 < ¢ < T. T is the number of input feature
vectors, and P is the dimension of the input feature vector. For an O, the output
probability of N-state left-to-right continuous HMM at the j-th state is given by
P
10g b;(04) = wj + Y 05p(00p — 1),

p=1
where wj;, ojp, and pjp are the factors of the Gaussian probability density function.

1<j<N,1<t<T, (1

The output probability computation circuit (Fig. 1) computes logb;(O¢) based on
Eq. (1), where all HMM parameters wj, o;p, and i, are stored in ROM, and the input
feature vectors are stored in RAM. The values of T, N, P, and the number of HMMs
V differ for each recognition system. For a recent isolated word recognition system+?),
T, N, P, and V are 86, 32, 38, and 800, respectively, and for another word recognition
system3>7 T, N, P, and V are 89, 12, 16 and 100.

For output probabilities logb;(0¢), 1 < j < N,1 <t < T, log-likelihood score log P*

is is given by

log 01(j) = log m; + log b;(O1) (2)
log 6:(j) = min[log 6:—1(j — 1) +log a;—1,;,log 6:—1(j) + log a;,;] + log b;(O+) (3)
log P = min_ [log 67 (j)] (4)

using Viterbi algorithm in HMM-based recognition hardware.’) #. A flowchart of out-
put probability computation and likelifood score computations is also shown in Fig. 2.
Likelifood scores are obtained by N - T -V times the partial computation of log d:(j)
calls. Partial computation of logb;(O¢) performs 4 arithmetic operations, an addition,
a subtraction and two multiplications for Eq. (1) and computes logb;(O¢). Partial
computation of log d:(j) performs 3 arithmetic operations, three additions for Eq. (2),

(3), (4), and computes log o7 (7).

3. Fast VLSI Architecture of Output Probability Computations and
Viterbi Scorer with Fast Store-Based Block Parallel Processing

3.1 VLSI Architecture of Viterbi Scorer for StoreBPP
Block parallel processing (BPP) for output probability computations and Viterbi
scorer was proposed as an efficient parallel processing method for word HMM-based

1)-3)

speech recognition by Yoshizawa et al. In this method, the set of input feature
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Fig.2 Flowchart of output probability computation and likelihood score computation.

vectors is called a block, and HMM parameters are effectively shared between differ-
ent input feature vectors in the computation. N-parallel computation is performed
by their BPP, and in recent years, two types of BPP are classified according to in-
put data flow: stream-based block parallel processing (StreamBPP) and store-based
A block can be seen as

a set of M(< T) input feature vectors, whose elements are Oy’s, 1 < t' < M. M

block parallel processing (StoreBPP) by Nakamura et al.”

vectors in T' input feature vectors are processed in block. StoreBPP performs arith-
metic operations to locally stored input feature vectors, which are Oi, Oz, ..., and
Oys. On the other hand, a block can also be seen as a M x P matrix whose elements
are oy, 1 < ' < M, 1< p< P. StreamBPP performs arithmetic operations to an
input stream, which is o011, ..., o1p, 021 ..., 02pP, ..., OMm1 ...,ommp. The BPP proposed
by Yoshizawa et al.V® is classified as a StreamBPP for output probability compu-
tations and Viterbi scorer. The BPP proposed by by Nakamura et al.”) is classified
as a StoreBPP for output probability computations. M /2-parallel computations are
performed by the StoreBPP.

A flowchart of the output probability computations and Viterbi scorer with the
StreamBPPY ) is shown in Fig. 3. PE1j represents the j-th processing element, which
computes log b;(O¢) based on Eq. (1). PE2j represents the j-th processing element,
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Fig.3 Flowchart of output probability computation and Viterbi scorer using StreamBPP.
which computes log P* by three additions for Eq. (2), (3) and (4). Loop B (Fig. 2) is
expanded as shown in Fig. 3, and log b1 (O;), logb2(0O¢), ..., and log by (O¢) are com-
puted simultaneously with N PFE1ls. In addition to the N-state parallel computation,
the same HMM parameters p;;,’s, 0jp’s, and w;’s, 1 < j < N, 1 < p < P, are used
repeatedly during Loop C in Fig. 3.

A flowchart of the output probability computation with StoreBPP® is shown in Fig. 4.
The PE1s and PE2s in Figs. 4 and 3 are identical. Loop C in Fig. 2 is partially ex-
panded in Fig. 4, and log b;(Oy/41), log b; (O 42), ..., and log b;(Oy 4 a7/2) are computed
simultaneously with M/2 PFE1s in Loop Cl. In addition to the M /2-parallel computa-
tions, log b; (O yar/2+41),
PFE1ls. In this double M /2-parallel computation, the same HMM parameters pj, and

..., and log b;(Oy/ 4 5r) are also computed with the same M /2

ojp are used twice, because the parameters are independent of ¢. In addition to the
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Fig.4 Flowchart of output probability computations using StoreBPP.
M /2-parallel computations, Loop D (Fig. 2) is divided into Loops D1 and D2 (Fig. 4).

The same feature vectors Oy 41, ..., and Oy )y are used repeatedly during Loop DI.

For j-th HMM state, M output probabilities logb;(O:), t = t' + 1,---,t' + M, are
simultaneously obtained by Loop A. Different block parallel processing methods re-
quire different architectures of Viterbi scorer. Viterbi scorer which is suitable for the
StoreBPP architecture is required for the development of well-optimized future HMM-
based recognition systems.

We present a pipelined VLSI architecture of Viterbi scorer for the StoreBPP. A
flowchart of the output probability computation and Viterbi scorer with the StoreBPP
is shown in Fig. 5. The PEls and PE2s in Figs. 5, 4 and 3 are identical. Loop A
in Figs. 4 and Figs. 3 are also identical. Likelihood scores are computed by [M/P]
Loop A’ with pipelined [M/P] PE2s based on Eq. (2), (3) and (4). For (j — 1)-th
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Fig.5 Flowchart of output probability computations and Viterbi scorer using StoreBPP.

HMM state, log d;/(j — 1) is computed with logdy_1(j —2) and logdy_1(5 — 1) dur-
ing in Loop A’. The intermediate result score log §;/(j — 1) has to be computed during
M /2-parallel computation of Loop A.

3.2 Fast Store-based Block Parallel Processing (FastStoreBPP) and a

VLSI Architecture that Supports It
We demonstrate fast store-based block parallel processing (FastStoreBPP) for output

(© 2010 Information Processing Society of Japan



goooooooog
IPSJ SIG Technical Report

probability computations of HMMs and Viterbi scorer, and present a VLSI architecture
that supports it. A flowchart of the output probability computation and Viterbi scorer
with FastStoreBPP is shown in Fig. 6. Output probabilities are computed by Loop
A with M PE1ls. Likelihood scores are computed by [M/P] Loop A’ with pipelined
[M/P] PE2s based on Eq. (2), (3) and (4). In the StoreBPP(Fig. 5), the M cal-
culations of logb;(0:), t' +1 <t < t' + M, were performed with 2 cycles, because it
requires 1 cycle to read parameters which will be needed for the next calculation. In
Loop A(Fig. 5), the M calculations ware proceeded with M/2 PE1ls, where M /2 was
adequate number for the calcuations. The objective of the FastStoreBPP is efficient
high-speed parallel processing of StoreBPP by a little extention of the bit length of the
input bus(Fig. 2). By extending the input bus, it can read two parameters at once,
therefore M calculations of logh;(0:), t' +1 < t < t' + M, were performed with 1
cycles, and the M calculations are proceeded with M PFEls. where M is adequate
number for the calcuations.

Our FastStoreBPP VLSI architecture for output probability computations and
Viterbi scorer is shown in Fig. 7, where the number of PE1ls M < P. The architecture
has two register arrays, two registers and M P E1s for output probability computations.
The architecture has four register arrays, two registers and one PFE2s for likelihood
score computations based on Eq. (2), (3) and (4). RegO stores M input feature vectors
Oy 41, Opgo, ..., and Oy 4. Regu and Rego store HMM parameters —;p, and ojp,
respectively. Regw stores HMM parameter w; and intermediate results. Regd stores
computed output probabilities for a Viterbi scorer. Regd, stores intermediate results
log 421(j), 1 < j < N, of L HMMs.
log 8:(j) and logé+(5 — 1), t' +1 < t < t' + M, of v-th HMM. Rega;,; and Rega;_1,;
Each PE1
The
computation starts by reading M input feature vectors from RAM and storing them
to RegO in Loop C1 (Fig. 6). The HMM parameters of v-th HMM are read from
ROM and stored in Regu, Rego, Regw, Regd; and Rega; ;j, which are pi1, o011, wi,

Regé; and Regd;—1 store intermediate results

store HMM parameters loga; ; and logaj;—1,; of an HMM, respectively.

consists of two adders and two multipliers, which are used for computing Eq. (1).

m and ai1. For the M stored input feature vectors Oy 41, Opya, ..., and Oy,

M intermediate results are simultaneously computed with the stored @11 and o11 by

ot
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Fig.6 Flowchart of output probability computations and Viterbi scorer using FastStoreBPP
architecture.

M PFE1s, where the HMM parameters are shared by all PE1s. At the same time, an
HMM parameter fij,4+1 and ojp+1 of v-th HMM are read from ROM and stored in Regu
and Rego. In this M-parallel computation, the stored HMM parameters p11 and o011
are used once. In the next M-parallel computation, the stored HMM parameters fijp41
and ojp+1 are used. M output probabilities log b;(Oys 1), ..., and log b; (O 4 pr) of v-th
HMM are obtained by Loop A (Fig. 6). The obtained results are copied from Regw to
Regd for starting the next computation, logb;+1(O¢11), ..., and log b;j+1(O¢ 4 ). The
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Fig.7 FastStoreBPP VLSI architecture ([M/P] = 1).

results are fed to the Viterbi scorer. The M - N output probabilities of v-th HMM are
obtained by Loop B (Fig. 6). M - N - L output probabilities of HMM o', v" + 1, ...,and
v’ + L — 1 are obtained by Loop D1 (Fig. 6) with the same M input feature vectors
Oy 41, ..., and Oy 4. L is the number of HMMs whose output probabilities are
computed with the same input feature vectors during Loop D1. The M- N -L-[T/M]
output probabilities of HMM ', ..., and v’ + L — 1 are obtained by Loop C1, and
finally the M - N - L-[T/M] - [V/L] output probabilities of all HMMs are obtained by
Loop D2 (Fig. 6). The intermediate score log &;,, ,(j — 1) has to be computed during
one M-parellel computation of Loop A. Consequently, we introduce pipelined Viterbi
scorer for the FastStoreBPP and StoreBPP. Our pipelined Viterbi scorer for the Fast-
StoreBPP (M > P) and StoreBPP (M/2 > P) is shown in Fig. 8. This viterbi scorer

consists of [M/P]-set of PE2s and register arrays for pipelined computation.
4. Evaluation

We compared the proposed FastStoreBPP, StoreBPP (Fig. 9) and StreamBPP

Viterbi scorer
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Fig. 8 Pipelined Viterbi scorer for FastStoreBPP architecture ([M/P] > 2).

(Fig. 10) VLSI architecture® .
ity computations and Viterbi scorer is shown in Fig. 9, where the number of PE1ls

M/2 < P. The architecture has three register arrays, one register and M/2 PFE1ls for

StoreBPP VLSI architecture for output probabil-

output probability computations, and has four register arrays, two registers, and one
PE2 for likelihood score computations based on Eq. (2), (3) and (4).
M input feature vectors Oy 11, ..., and Oy . Regu and Rego store HMM param-

RegO stores

eters —ujp, and ojp, respectively. Regu has space for storing —puj, and for prestoring
—j p+1 before the computation with p;p4+1 during the computation using pj,. Regu is
two times larger than Rego. Regw stores HMM parameter w; and intermediate results.
Regd stores computed output probabilities for a Viterbi scorer. Each PFE1 consists of
two adders and two multipliers, which are used for computing Eq. (1). The architecture
works as shown in the flowchart Fig. 5.

The StreamBPP (Fig. 10) architecture has two register arrays and N PFE1s for output
probability computations. The architecture has four register arrays and N PE2s for
likelihood score computations based on Eq. (2), (3) and (4), where PE2] is optimized
for Eq. (2). The PE1s in Figs. 10, 9 and 7 are identical. The PFE2s in Figs. 10, 9, 8 and
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7 are identical. The StreamBPP architecture works as shown in the flowchart Fig. 3.
Regu and Rego store HMM parameters —uj, and ojp, respectively, and Regw stores
HMM parameter w; and intermediate results. The computation starts by reading all
2-N-P+4-N HMM parameters of v-th HMM from ROM and storing them to Regpu,
Rego, Regw, Regd, Rega; ; and Rega;_1,; in Loop D (Fig. 10). For stream input oy,
the intermediate results are computed with stored HMM parameters by N PEls. N
output probabilities log b1 (O¢), ..., logbn(O¢) of the HMM are obtained by Loop A
(Fig. 10). The obtained results are fed to a Viterbi scorer. N - T output probabilities
of v-th HMM are obtained by Loop C (Fig. 10) with the same HMM parameters. The
N - T -V output probabilities of all HMMs are obtained by Loop D (Fig. 10).

Table 1 shows the register size of the FastStoreBPP, StoreBPP and StreamBPP ar-
chitectures, where z,, s, o , Za , and xs represent the bit length of pjp, 0jp, Otp, ajj,
and the output of PE1, respectively. N, P, and M are the number of HMM states,
the dimension of input feature vector, and the number of input feature vectors in a
block, respectively.

Table 2 shows the processing time for computing output probabilities of V' HMMs
and likelihood scores with the FastStoreBPP, StoreBPP and StreamBPP architectures,
where T and L are the number of input feature vectors and the number of HMMs whose
output probabilities are computed with the same input feature vectors during Loop D1
of Figs. 5 and 6, respectively.

Table 3 shows the register size, the processing time, and the number of PFEs for
computing output probabilities of 800 HMMs, where we assume that N = 32, P = 38,
T =286z, =8, 20 =8, 2y =24, 2o = 8x4 = 8§, and V = 800—the same values used
in a recent circuit design for isolated word recognition?? and StoreBPP architecture
without Viterbi scorer®. We also assume that M = 44, M = 29 and M = 44 for one
FastStoreBPP, the other FastStoreBPP and one StoreBPP architectures, respectively,
where L = 5 for the FastStoreBPP and StoreBPP architectures. The PE1ls and PE2s
used in the FastStoreBPP, StoreBPP and StreamBPP architectures are identical. Com-
pared with the StreamBPP and StoreBPP architectures, the FastStoreBPP has fewer
registers and requires less processing time.

Compared with the FastStoreBPP (M = 29), the FastStoreBPP (M = 44) requires
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Output probability computation circuit

Viterbi scorer

Fig.9 StoreBPP VLSI architecture ([M/P] = 2).

Viterbi scorer

Fig.10 StreamBPP VLSI architecture.
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0 1 Register size.
Register size (bit)
(P-M-zo+ayu+20 +M-zp) 000DODO
F(N-L+2-M+(M-([M/P1+1))/2) 27 +2- 4
(P-M-20+2-zy +a,+M-2;,) 00000
+(N-L+2-M+(M-([M/P]1+1))/2) -y +2 24
(NP2, +N-P-25) +(3-N—1)-20 + N - 2;

FastStoreBPP (ours)

StoreBPP (ours)

StreamBPP

0 2 Processing times.

Processing time (cycles)
[V/L]-{P-[M/2]+(2+P)-L-N}-[T/M]
[V/L] - {P-M+(4+42-P)-L-N}-[T/M)]
V. (N-P+2-N+P-T)

FastStoreBPP (ours)
StoreBPP (ours)
StreamBPP

0 3 Evaluation of the FastStoreBPP, StoreBPP and StreamBPP performance.

Register Processing #PFEls #PE2s
size (bit) | time (cycles)
FastStoreBPP (ours) 22,000 2,315,520 44 (M=44)
FastStoreBPP (ours) 15,808 3,345,600 29 (M=29)
StoreBPP (ours) 22,008 4,631,040 22 (M=44) 1
StreamBPP 21,288 3,638,400 32 32

less processing time. Compared with the FastStoreBPP (M = 44), the FastStoreBPP
(M = 29) has fewer registers and PEs. Compared with StreamBPP (Fig. 3) which
requires N PE2s, the proposed architecture requires fewer PFE2s because the value of
[M/P] is at most 2 when using StoreBPP®. From a VLSI architectural viewpoint,
the evaluation results show that full performance of the StoreBPP architecture has
been exploited by a little extention of the bit length of the bus in the FastStoreBPP.

From a logic design viewpoint, the register arrays of the FastStoreBPP, StoreBPP and
StreamBPP architectures are designed with Flip-Flops or on-chip multi-port memories
of different sizes. Data paths are designed with identical PEs, but in a different num-
ber. The control paths of these architectures are designed, as shown in the flowcharts
Figs. 3, 5 and 6. The data path delay is the same for the FastStoreBPP, StoreBPP and
StreamBPP designs—equal to the delay time of one PE1. The delay times of control
paths differ between the three, but the control path delay is small compared with the
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data path delay.
5. Conclusions

We presented FastStoreBPP for output probability computations and Viterbi scorer
and presented a new VLSI architecture. A reconfigurable architecture for both the
StreamBPP and FastStoreBPP architectures are our future work.
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