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- preferable to aggregate threads sharing data and communicating each other to

goao utilize caches. However, threads are scheduled dynamically by kernel. IAS ag-
gregates threads sharing the same memory address space to execute in sequence
on a single Core and execute simultaneously on different Cores. Developers are

able to control the strength of aggregation by using API we implemented. We
D D D D D D D D D D D D D D D D D D D consider that our scheduler and its API are able to alleviate the workload of de-
API I:I D D D D D velopers to execute multi-threaded programs efficiently on many-core machines.

In this paper, we implement API by modifying Linux scheduler and evaluate
the performance on a real machine. We show that our API is able to enhance
the performance in terms of the throughput and the response time.
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Evaluation of API for
Utilizing Inter-Core Time Aggregation Scheduler

SAaTOSsHI YAMADAT! and SHIGERU KUSAKABE'?

This paper evaluates API for Inter-Core Time Aggregation Scheduler (IAS)
to enhance the performance of multi-threaded programs. Executing multiple

programs or virtual machines with thread-level parallelism for the utilization of f10000000000000000

many-core environments is getting popular as the number of processing cores Graduate School of Information Science and Electrical Engineering, Kyushu University
(Cores) increases. We consider heavy loaded situations that the number of f200000000000DODDODOO

threads exceeds that of Cores. In heavy loaded situations described above, it is Graduate School of Information Science and Electrical Engineering, Kyushu University

51 (© 2010 Information Processing Society of Japan



