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Topic Dependent Language Model based on On-Line Voting

Welly Naptali, Masatoshi Tsuchiya, and Seiichi
Nakagawa†1,†2,†1

In this paper, we propose an alternative approach to a topic dependent lan-
guage model (LM), where the topic is decided by voting in an unsupervised
manner. Latent Semantic Analysis (LSA) is employed to reveal hidden (latent)
relations among nouns in the context word sequence. To decide the topic of
an event, a fixed size word history sequence (window) is observed, and voting
is then carried out based on noun class occurrences weighted by a confidence
measure. Experiments on the Wall Street Journal corpus and Mainichi Shim-
bun (Japanese newspaper) corpus show that our proposed method gives better
perplexity than the comparative baselines, including a word-based/class-based
n-gram LM, their interpolated LM, a cache-based LM, and the Latent Dirichlet
Allocation (LDA)-based topic dependent LM.

1. Introduction

A statistical language model (LM) plays an important role in automatic speech
recognition (ASR) systems. It has been used to reduce the acoustic search space
and resolve acoustic ambiguity. Statistical n-gram LMs are very good at mod-
elling short-range dependencies, but not at modelling long-range dependencies.
Several attempts have been made to capture long-range dependencies. The cache-
based model10) increases the probability of words observed in the history. The
trigger model12) is a generalization of the cache-based model, but its training
is computationally very expensive. A topic mixture model8) tries to capture
topic-related constraints within and between sentences by combining a number
of word-based n-gram LMs trained on topic-specific documents. Bellegarda1)

combined the global constraint given by Latent Semantic Analysis (LSA) with
the local constraint of the n-gram language model. This success was followed by
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the Probabilistic LSA (PLSA)7) and Latent Dirichlet Allocation (LDA)3) mod-
els. More recently, a topic dependent LM using LDA to detect topics has been
proposed11). However, this method needs pre-analysis of the test dataset to de-
termine topic mixtures, thus it is impossible to apply this method against a
real-time ASR system.

In this paper, we propose an alternative topic dependent LM in which the
topic of an event is decided by voting. First, LSA is applied to map nouns into
a semantic vector space, and then a vector quantization (VQ) is conducted to
define the topics. The distance between a noun vector and the topic centroid is
defined as the confidence measure. A fixed size word history sequence (window)
is observed to decide the topic of an event. Unlike other topic dependent LMs,
the topic is integrated as a part of the word sequence in the n-gram model.

The rest of the paper is organized as follows: Section 2 describes the process of
defining topics and the confidence measure. Section 3 explains how the topic of
an event is decided. Section 4 defines the proposed LM, the topic dependent class
(TDC) in detail. Section 5 describes the experiments and gives the performance
results for the proposed model as well as several baselines for comparison. The
paper ends with the conclusions and possible future works.

2. Topics and Confidence Measure

Nouns in a sentence play an important role in the whole discourse and are
the core of the underlying LM. The associations between nouns are supporting
factors in defining topics. We use LSA to reveal these hidden relations to form
topics. LSA extracts semantic relations from a corpus, and maps them into a
semantic vector space. The discrete indexed words are projected into the LSA
space by applying singular value decomposition (SVD) to a matrix representing
the corpus. A noun-document matrix is used to represent the training corpus in
which the rows correspond to nouns and the columns to documents. We apply
a term frequency-inverse document frequency (tfidf) weight to each noun in each
document. Once the vector representation for each noun has been created in the
LSA space, VQ5) is applied to cluster these words into topics. VQ is performed
using the cosine similarity between nouns until the desired number of clusters
(topics) is reached. A confidence measure γ is defined as the distance between a
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word vector and its class centroid. So in this case, γ(wi) can be calculated using
the same cosine similarity between noun wi and its topic class Ci,

γ(wi) = cos(wi,Ci) =
wi.Ci

|wi||Ci|
, (1)

where wi is the word vector mapped into the LSA space of word wi, and Ci is the
centroid vector of topic class Ci. This score (0 ≤ γ ≤ 1) indicates how confident
a noun wi is to be in the topic class Ci. The larger the γ score, the more typical
a word wi is in the class Ci.

3. Topic Voting on Noun History

Given the history of a word sequence w1, w2, ..., wi−1, the topic of this particular
event in an n-gram model is denoted as Zi−n(m), where m is the window size.
Topic Zi−n(m) is obtained by observing m words in the outer contexts of the
near n-gram wi−n−m+1, ..., wi−n by voting on the weighted frequency of the noun
classes. Mathematically this can be written as

Zi−n(m) = arg max
C

i−n∑
j=i−n−m+1

γ(wj)δ(Cj , C), (2)

where δ(Ci, C) =

{
1 if C = Ci,

0 otherwise.
Note that γ and δ are defined only for nouns, otherwise 0 is assigned. If there are
no nouns inside window Zi−n(m), as happens at the beginning of a document, a
dummy topic class CØ is defined.

4. Topic Dependent Class LM

Humans may not be able to understand a conversation in which the topic is
unknown. In the same sense, it is easier for an LM to predict the current word
wi if the topic is known since this reduces the search space of possible candidates
for the current word. A topic dependent class (TDC) is proposed to provide
such information to the LM. A TDC with window size m is an LM in which the
probability of a word sequence W = w1, w2, ..., wN is calculated according to:

PTDC(W ) =
N∏
i=1

P (wi|Zi−n(m), wi−n+1
i−1 ), (3)

where wi−n+1
i−1 = wi−n+1, ..., wi−1 and Zi−n(m) is the topic class described in the

previous section.
Sometimes it could be dangerous when deciding a word sequence belongs to

only one topic (hard-voting). A word sequence may usually belong to multiple
topics. Based on this idea, we also perform a soft-decision on voting (soft-voting)
in the test phase. Instead of choosing the best topic in Eq. (2), we choose K-best
topics and then interpolate them linearly. So Eq. (3) becomes

PTDC(W ) =
N∏
i=1

K∑
j=1

αjP (wi|Zi−n,j(m), wi−n+1
i−1 ), (4)

where mixture weight α is calculated in according to αj = βj∑K

k=1
βk

, where β is

the score that was obtained during voting (see Eq. (2)).
As we can see, the topic is integrated within the word based n-gram LM. The

equation is similar to the factored LM2) in which the last context is considered
as the topic Zi−n(m). However, the topic Zi−n(m) in this case is not decided
based on a specific word wi−n, but on the collection of word history instead. A
statistical word-based 3-gram LM is used to capture the local constraint using
linear interpolation.

4.1 Backoff for Unseen Events
In an n-gram LM, when the model encounters unseen events, it is usually

backed-off by the shorter (n−1)-gram. In our model, we follow a similar approach
in handling unseen events. We use the Katz backoff with an absolute discounting
method. If the sequence Zi−n(m), wi−n+1

i is seen in the training dataset, or
f(Zi−n(m), wi−n+1

i ) > 0, then

PTDC(wi|wi−n+1
i−1 ) = P ′(wi|Zi−n(m), wi−n+1

i−1 ), (5)

otherwise

PTDC(wi|wi−n+1
i−1 ) = α(Zi−n(m), wi−n+1

i−1 )P ′(wi|Zi−n+1(m), wi−n+2
i−1 ), (6)
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where P ′ is the discounted probability and α is the backoff weight. Note that the
backoff method is not performed by eliminating word wn−1 in our model, but by
sliding the window Zi−n(m) to Zi−n+1(m). The backoff weight α is estimated as

α(Zi−n(m), wi−n+1
i−1 ) =

1−
∑

wi:f(Zi−n(m),w
i−n+1
i−1

)>0
P ′(wi|Zi−n(m),wi−n+1

i−1 )

1−
∑

wi:f(Zi−n(m),w
i−n+1
i−1

)>0
P ′(wi|Zi−n+1(m),wi−n+2

i−1 )
.

The history {Zi−n+1(m), wi−n+2
i−1 } on P ′(wi|Zi−n+1(m), wi−n+2

i−1 ) is a shorter his-
tory of {Zi−n(m), wi−n+1

i−1 }. This is done by sliding the window, so that window
Zi−n(m) releases the last word wi−n−m+1, and adding word wi−n+1 into the win-
dow to become Zi−n+1(m). Recording these kinds of events is computationally
expensive and therefore, as the window size is quite large, a topic switch happens
rarely. The assumption is thus made that such a word exchange does not affect
the topic too much?1, or Zi−n+1(m) ≈ Zi−n(m).

5. Experiments and Results

Here we compare our proposed method with several baseline methods, namely
a word-based/class-based LM, a cache-based LM, and an LDA-based topic de-
pendent LM. The comparison is based on perplexity PP = 2−

1
N log2 PLM (W ).

To decompose the matrix representation, we use the SVDLIBC toolkit?2. All
nouns in this experiment are mapped to a 200 dimensional LSA space. Then
VQ clustering is carried out in this LSA space using the Gmeans toolkit6)

for a given number of topics. In this study, we only conducted TDC 3-gram
model. No pruning is applied in the TDC LM, nor in the baseline methods.
For each model, an interpolated model is defined as linear interpolation given
by PLM ≈ λPLM1 + (1 − λ)PLM2, where λ is the interpolation weight constant
optimized on (0 < λ < 1) with stepsize 0.1. In this paper, LM2 is a word-based 3-
gram, while LM1 could be class-based, cache-based, LDA-based, or the proposed
method. For a cache-based LM, since it is trained based on only a limited word

?1 This assumption makes the total probability of some word sequences, that has backed-
off probability does not always equal to 1. A normalization procedure can be conducted,
but it will be time consuming as it has to calculate the probability of all words in the
vocabulary for a given word sequence. We confirmed that the perplexity resulting from the
normalized probability and the unnormalized probability is almost similar. As the window
size increasing, the differences is unnoticeable.

?2 http://tedlab.mit.edu/d̃r/svdlibc

Table 1 TDC and statistical n-gram LM perplexity for WSJ corpus.

No Model PP
1 Word-based 3-gram 111.6
2 4-gram 101.4
3 Class-based 3-gram 132.4
4 (class=2000) 4-gram 121.5
5 Class-based 3-gram + Word-based 3-gram (λ = 0.3) 106.4
6 Class-based 4-gram + Word-based 3-gram (λ = 0.4) 98.9

history, the interpolation weight λ is usually very small. We used λ optimized
on (0 < λ < 0.2) with stepsize 0.01.

5.1 WSJ Corpus
The data, taken from the Wall Street Journal (WSJ) corpus between the years

1987 and 1989, were divided into training and test datasets. The training dataset
contains 36,754,891 words in 85,445 documents, while the test dataset contains
336,096 words in 809 documents. ARPA’s official ”20o.nvp” (20k most common
WSJ words with non-verbalized punctuation) is used as vocabulary, and it gives
OOV rate 2.47% and 2.57% for the training and test datasets, respectively. By
adding a beginning sentence symbol <s>, an end sentence symbol </s>, and an
unknown symbol <UNK> to map all out-of-vocabulary (OOV) words, the total
vocabulary size is 19, 982 words. To filter nouns in the vocabulary, we used the
TreeTagger toolkit13).

5.1.1 Statistical n-gram LM
The word-based n-gram LM is the most common LM currently used in ASR

systems. It is a simple yet quite powerful method based on the assumption that
the current word depends only on the n − 1 preceding words. A class-based n-
gram LM4) is another way of avoiding data sparseness by mapping words into
classes. A common method to improve the n-gram LM is by combining these two
LMs using a linear interpolation. To build these models, we used the HTK LM
toolkit15) and the same smoothing method used in the TDC LM (Katz backoff
with absolute discounting). The class-based LM was employed with 2000 classes.
The perplexity is given in Table 1. The best perplexity achieved by a conventional
n-gram LM is 98.9.

5.1.2 Topic Dependent Class LM
The TDC perplexity for varying numbers of topics and window sizes are given
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Fig. 1 TDC 3-gram perplexity in increasing number of topics with window size 80.
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Fig. 2 TDC 3-gram perplexity in increasing window size with 20 topics.

in Fig. 1 and Fig. 2, respectively. Comparisons with each of the baseline methods
are discussed in the following subsections. From these results we can see that
increasing the window size improves the performance. But when increasing the
number of topics, the perplexity in the stand-alone model deteriorates. However,
in the interpolated model, the perplexity decreases. This is because in the TDC
models, the training corpus is shrunk according to the number of topics. For
instance, when the number of topics is 20, each topic is trained with 1

20 of the
corpus on average. This problem can be solved by performing soft-voting on the
test phase.

Experiments on soft-voting was made on 1-best (= hard-voting) up to 10-
best. Table 2 shows soft-voting based perplexity using 80 topics and 640 window

Table 2 Perplexity of soft-voting TDC 3-gram WSJ corpus (topic=80, window=640).

No k-best Stand-alone Interpolated
1 1 153.4 96.0
2 3 111.5 92.7
3 8 106.6 94.1
4 10 106.7 94.6

size. With 3-best topics, the performance of TDC 3-gram stand-alone model
could overperform the baseline word-based 3-gram. The interpolated model
achieved the best perplexity 92.7, that is 3.4% relative improvements against
hard-voting (=96.0) and 16.9% relative improvements over the word-based 3-
gram LM (=111.6). The stand-alone model keeps improving up to 8-best, while
increasing voting to 9-best and 10-best gives no further improvements. This could
happen because when using k-best voting, the current word (sequence) proba-
bility is estimated using k topic specific LMs. In other words, it is predicted by
the model that was trained on a corpus of k times larger than the model with
hard-voting (1-best). With soft-voting, the topic decision becomes more reliable
and stable.

5.1.3 Comparison with Cache-based LM
The cache-based LM is based on the notion that words appearing in a document

will increase the probability of appearing again in the same document. Given a
history h, the unigram cache-based LM is defined by PCACHE(wi) = f(wi∈h)

|h| ,
where f(wi ∈ h) denotes how many times wi occurs in the history h. In this
paper, we used a cache-based LM with a fixed word history (window) size. The
TDC model is similar to this model in the sense that the TDC model remembers
nouns that have been seen before (in the window). Thus the TDC model should
be comparable with a cache-based LM with the same window size. The cache-
based LM is usually used in conjunction with the word-based n-gram using linear
interpolation. To construct the cache-based LM, we used the SRILM toolkit14).
The window sizes were varied between 10 and 640. For comparison, we employed
the (hard-voting) TDC LM with number of topics 20 and 80, and varying window
sizes between 10 and 640. The results are shown in Figure 3. According to this
figure, the TDC LM clearly outperforms the cache-based LM with respect to
perplexity. The performance of the cache-based LM improves up to 100.7 as the
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Fig. 3 Cache LM versus TDC LM.

window size varies from 20 to 240, but then deteriorates with the window size
between 320 and 640. With regards the TDC LM, the perplexity improves up to
99.1 as the window size increasing to 416. Furthermore, when using 80 topics,
the perplexity reached 96.0 with the window size 640.

5.1.4 Comparison with LDA-based Topic Dependent LM
The latent Dirichlet allocation based LM used in this paper is based on refer-

ence11). This method (referred to as LDA-ADAPT in the remainder of this paper)
was proposed to avoid the mismatch problem due to differences in domain, topic,
or styles occurring in a general LM. The method splits a large corpus into some
topics according to the LDA process by analyzing named-entity words. Then a
mixture model is built with mixture weights calculated from analyzing the test
corpus in advance. This is a disadvantage if we wish to build a real-time system.
An LDA-ADAPT LM with Z topics is defined as follows:

PLDA−ADAPT (W ) =
N∏
i=1

∑
Z

γzPz(wi|wi−n+1
i−1 ), (7)

where mixture weight γ is calculated according to γz =
∑n
i=1 P (z|wi)P (wi|d),

where P (z|wi) is obtained from LDA analysis. Finally, the LDA-ADAPT is
linearly interpolated with the general word-based n-gram LM.

To ensure a fair comparison, we tried to make every parameter as similar as
possible. We only considered nouns through a noun-document matrix. The

LDA matrix was obtained using the Matlab Topic Modeling Toolbox?1. We
used the HTK LM toolkit because it is able to load more than 9 LMs for the
interpolation, unlike the SRILM toolkit which was used in the original paper.
We used 20 topics for the comparison, which means 20 topic-specific LMs for the
LDA-ADAPT. The window size used in TDC model is equivalent to the LDA-
ADAPT context word that is used to capture the long-range constraint, i.e. the
average number of words in the test document is 416. The perplexity calculations
show that the stand-alone LDA-ADAPT achieved a perplexity of 104.5 while the
interpolated LDA-ADAPT achieved 100.6 with λ = 0.6. Compared with the
performance of the TDC model, the stand-alone TDC model, with perplexity
136.8, performs worse than the LDA-ADAPT. With 7-best soft-voting, the TDC
(perplexity 105.2) still performs worse than LDA-ADAPT. This might be caused
by the pre-analysis of the test dataset of the LDA-ADAPT model. However,
the interpolated model, with perplexity 99.1 (λ = 0.4), outperform the LDA-
ADAPT. Futhermore, with 3-best soft-voting, the interpolated TDC perplexity
improves to 96.8 (λ = 0.6). The comparison also conducted on the number of
topics 30 and 40 with similar conclusions.

5.2 Mainichi Shimbun Corpus
The training data were taken from the Mainichi Shimbun corpus (Japanese

news articles) for the years 1991 to 1998, contains 207,215,663 words in 855,825
documents. Data from the Mainichi Shimbun for January 1999 were used as the
test dataset, contains 2,582,469 words in 9,280 documents. Normally, Japanese
text does not have spaces between words. For this task, we used the Mecab
toolkit?2 (Yet Another Part-of-Speech and Morphological Analyzer), and con-
verted the corpus into basic units, word + part-of-speech. The vocabulary size
is 20k words, taken from the most frequent words. With a beginning sentence
symbol <s>, an end sentence symbol </s>, and an unknown symbol <UNK> to
map all OOV words, the total vocabulary size is 20, 001 words. This gives OOV
rate 4.11% and 4.37% for the training and test datasets, respectively. The base-
line cache-based LM was executed with an increasing window size from 20 to 640,

?1 http://psiexp.ss.uci.edu/research/programs data/toolbox.htm
?2 http://mecab.sourceforge.net
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Table 3 Results for Mainichi Shimbun corpus.

No Model PP
1 Word-based 3-gram 66.2
2 4-gram 61.4
3 Class-based 3-gram 92.0
4 Class-based 3-gram + Word-based 3-gram (λ = 0.1) 64.8
5 Cache + Word-based 3-gram (window=160, λ = 0.07) 59.7
6 Known-topic word-based 3-gram (topic=17) 75.6
7 Known-topic word-based 3-gram + Word-based 3-gram (topic=17, λ = 0.5) 60.3
8 TDC 3-gram (topic=17, window=320) 70.5
9 TDC 3-gram + Word-based 3-gram (topic=17, window=320, λ = 0.5) 58.6
10 TDC 3-gram (topic=80, window=320, k=7) 57.2
11 TDC 3-gram + Word-based 3-gram (topic=80, window=320, k=4, λ = 0.5) 53.6

and the best perplexity was achieved with a window size of 160. Since Mainichi
Shimbun corpus contains manually tagged topic information, we also conduct a
topic dependent language model based on n-gram (known-topic word-based n-
gram). All model’s perplexities are given in Table 3. Of all the baseline methods,
it can be seen that our model gives the best perplexity 53.6 with λ = 0.7. This
is a relative improvement of about 19.0% on the word-based 3-gram LM.

6. Conclusions and Future Works

We have demonstrated the superiority of the TDC LM over several base-
line methods, namely the statistical word-based/class-based n-gram LM and the
cache-based LM. The TDC also performed better than the LDA-based topic de-
pendent LM. The TDC LM achieved a relative perplexity improvement over the
word-based 3-gram of 14.0% and 15.6% for the WSJ and Mainichi Shimbun cor-
pora, respectively. Soft-voting in the test phase gives even more improvements,
up to 16.9% and 19.0% relative for each corpora.

For future works, we will investigate soft-decision on voting in training phase.
A soft-clustering on defining topics is also possible to be explored. Then soft-
clustering and soft-voting could be combined in several ways in training or test
phase. Adding a cache capability in TDC also might improve the performance9).
Note that in this research, the observation window starts from the outer context
of n-gram to avoid information overlap. We will compare this with TDC model
where the observation window starts from the immediate word history. Finally,

it would be interesting to combine all the methods proposed in this research.
Although some models might capture the same aspect of the language.
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