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New Solution for Resource Allocation
Problem of Agent Teams Governed by a Leader

ASAKI NISHIKAWAT! and MAsaAHIKO HARAT!

Previously, we had proposed a multi-agent model for simulating the differen-
tiation between a leader and its followers. However, in higher population set-
tings, this model suffers from the leader’s loss of its functionality. To solve this
problem, we designed a new method that helps the leader to survive in such
situations. By making use of psychological facts, this method employed two
teams of agents assigning the adequate resources to another team’s leader each
other. In noiseless settings, we found that this method leads to some deadlock.
Adding noise prevented this deadlock, although it collapsed the leader of the
other team alternately. Another negotiation model was exploited to cope with
this situation. This model succeeded in solving the first problem by providing
a different mechanism to maintain the leader’s reputation.

1. Introduction

Embodiment has been said to be a key concept for developing a new type
of A.I having capabilities that go beyond those of symbolic A.I'Y. However,
hardware bodies that incorporate A.l software appear to come up against a
brick wall. For example, self-organized robot teams without a leader have not
been able to go beyond insect’s intelligence?. In the case of humanoid robots
with a software brain, it is necessary to manually program almost all possible
sequences of actions beforehand'®. In both cases, it remains unclear why robots
with a body are more functional than symbolic A.I. For example, we do not know
why living creatures have only one brain, as opposed to two or three brains. We
already know biological causalities concerning this question®. However, a theory
is required to explain the differentiation between one brain (or a leader) and a
body (or followers) in more abstract layer.

To clarify the reasons why we require A.I with the body, in a more abstract
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layer, we refer to developmental psychology because it is one of the theories
that explains the causalities of the above-mentioned differentiation in a higher
layer than biology. In the context of the developmental psychology, it appears
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that the human body image has the following functional meanings
infants cannot control their own body well in the early stages of their life because
their nervous systems are not completely formed. In this stage, human infants
appear to require images of a unified body (mirror image of their own or another
person’s body) to learn how to control their own non-cooperative bodies. Infants
map their body parts onto a body image and learn to control their body with
the help of this image. Probably, the mirror-neuron systems are biological bases
for this learning!®?.

The well-known “theory of mind” is another developmental psychological con-
cept allowing children to interpret others’ actions as an expression of one pivotal
intention?). The children with “theory of mind” become capable of deceiving
others. In addition to the above interpretation, the deception requires children
to be capable of distinguishing their own intention from that of others. This is
an ability that autistic children lack.

From the viewpoint of computer science, the body image appears to be a
method to integrate distributed systems that hardly coordinate with each other.
The body image helps infants to integrate their own body parts of their body
into one governed system by using the similarity of self and others in mirrors.
“Theory of mind” helps the children interpreting another person as a system con-
trolled by one intention (or mind) that is different from themselves. We consider
whether it is possible to simulate a system having such properties in an abstract
manner.

2. Problem and Model

First, we consider the conditions that an abstract, bottom-up, model needs to
satisty for the differentiation of body parts and a brain (or a control/intention).
(1) It has to simulate distributed systems controlled by a pivotal element. (2) (1)
has to be achieved by self-organization without an external observer or designer.
(3) Elements of the systems are agents, each of which have their own desire or
purpose and cannot coordinate without (1).
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2.1 Owur Previous Work

We have already designed a model that satisfies the above-mentioned condi-
tions®.

The following is a brief description of our model that simulates the emergence of
a pivotal or leader agent. In our model, one agent team is composed of IV agents.
Each agent has one ability and one demand. The ability of each agent can be
executed when it is demanded by another agent. “The demand” is a request for
executing the ability of another agent. We modeled a situation in which each
agent demands another agent’s ability. We call this exchange of abilities “trial
of coordination”.

When the simulation begins, the system randomly selects agent A, and searches
for agent B having an ability demanded by agent A . If agent A coincidentally
has the ability demanded by agent B (we call this situation “double coincidence
of demands”, as described in®), these agents successfully exchange their abilities
(a success of coordination). However, coordinations hardly occur because double
coincidences of demands are formed rarely. To resolve this, we added the concept
of “authority” to our model.

The concept of authority is similar to the concept of reputation in game the-
ory'91®); however, it has a different meaning in our model. First, the authority
of agent A from the viewpoint of B increases when the following condition is met.
Assume that agent A is the executor of B’s demand (i.e., agent A is “server”)
and B is the requester (i.e., agent B is a “client”). If server agent A refuses to
execute the demand of client B, the authority of the server from the viewpoint
of the client increases. In other words, the authority increases when the server
is able to execute the client’s demand but the client is not able to execute the
server’s demand.

Furthermore, the steps described below were added to the trial of coordination.
If the authority of client Y for server X is higher than z (a constant real number
shared by all agents), then server X executes client Y’s demand, but server X’s
demand is suspended. Agent X delegates its demand and ability to client Y,
expecting that in the future, the demand will be executed. In this case, the
authority can be considered to express the expectation of the execution of a
delegated demand. Delegation can be considered as a caching operation that
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Fig.1 We plotted the time series of execution, pa, and v for all agents in the system. The
parameters are N = 30 and & = 6. The value of the execution indicates the number of
successful coordinations. Here, the plotted pa represents ZN pasj, i.e., the amount of
information (PAs) gathered in each agent i. v represents the intensity of the authority

N

that an agent has; , the average of v; from all agents.

makes a temporary copy of the server’s demand and ability. We call a delegated
demand “suspended demand (SD)” and the ability “proxy ability (PA).”

A PA is used as follows. A client Y having some PAs can execute a server’s
demand by using one of its PAs instead of its own ability. Conversely, agent Y
can use an SD when it is a server. The agent Y that has SD can choose a demand
from among its SDs instead of its own demand when a client can execute the SD.
When an SD is consumed, a notification is sent to the agent that has delegated
the SD, and its demand is reset because its demand has now been executed.

Before one trial of coordination, both agents negotiate their own authorities.
We call each trial of coordination step, and N steps a turn. Other variables and
more details of its dynamics are explained in the Appendix and in™.

Fig. 1 shows a summary of the main results of our previous model. These
figures show a time series of execution, pa, and v for all agents in the system. The
value of execution indicates the total number of successful coordinations. Here,
the plotted pa represents Zjv pa;j, i-e., the amount of system information (PAs)
gathered in each agent i. v represents the intensity of the authority that an agent
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has; =%&—, the average of v; from all agents. After 200 turns, the execution

amount observed to increase. This increase occurs in sync with increase in the pa
and v. This implies that one pivotal agent owns a large amount of information
about the other agents. The leader agent has a strong authority forcing other
agents to be subjected to its order. This self-organization of agents’ relationships
leads to an increase in the execution amount.

However, our model has one disadvantage. If we increase the population in this
model, the effect of the leadership agent disappears. This is because while the
leadership agent is an agent that possesses an information map of other agents
and a strong authority, it is simultaneously a mere agent having limited resources
equal to those of other agents for performing actions. When the population is
large and client selection is random, the probability of a leader being selected
as a client decreases. The leader is engulfed in a swarm of other agents. If the
leader agent is selected as a server, there is little opportunity for a client agent
to meet the leader’s demand.

This problem was solved in an ad hoc manner by introducing an external
observer for preferentially selecting the pivotal agents®. However, this solution
has conflicts with the condition of the bottom-up model used for simulating the
body.

2.2 New Solution: Selection like Mirrors

In this study, we attempt to find a solution for solving the selection problem in
a bottom-up manner. In the abstract layer, our selection problem has a structure
with some type of resource allocation problems. (1) To enable a complex orga-
nized systems to work efficiently, allocate limited resources for elements in them.
(2) Allocation failure leads to a collapse in the organization. (3) Information on
the organization is limited, and it may be noisy.

From the viewpoint of psychology, an infant requires a mirror (or others per-
son’s body image) to obtain the image of an integrated body. In the context of
our study, the “theory of mind” enables one to find the pivotal element in another
person’s body image. Human infants appear to make use of this technique by
using the mirror images of others and functional similarities between themselves
and others.
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Considering this factor, we introduce a fourth component to the selection prob-
lem. (4) The organization of the resource allocator and the target for the allo-
cation are homological. In®, the resource allocator is an external system having
no relation to the organization, whereas in this paper, the allocator is also an
organization.

However, there is no established theory that explains how mirrors can be used
to integrate body parts and how another person’s mind/intention can be inferred.

We designed our solution by referring to the above facts about infants and
on the basis of the following assumption. The “mind/intention” is similar to
something that governs its own body (or has the right to decide). However,
subjectively, the “mind/intention” is feeling governed by present desires from
one’s own body. We assume that children infer that other’s “mind/intention” is
similar to an owner of an object for the present desire.

In our model’s framework, this logic is mapped as follows. In the present
organization, a server with an ability demanded by a client has the right to
decide. The server is the owner of the present desired object. An agent similar
to the server must be a pivotal agent of another organization. This team selects
this agent as the next client of another team.

Thus, the “mind/intention” selects the partner’s “mind/intention.” The se-
lected “mind/intention” conversely selects a partner’s “mind/intention” by the
same logic. If the selected “mind/intention” is actually a pivotal agent, this
selection method constitutes logic in which two agent teams specify a mutual
leader. Because of this structure of continuous selection of each other, we call
this algorithm “selection like mirror.”

Our new agent selection algorithm is described below. We assume two teams
of agents, called A and B.

(1) Randomly select client’ that is a client agent of team A at step 0.

(2) Determine an server agent for client’. This is server.

(3) Assume that an attribute vector of server used for this selection is ¢. ¢ may
be pa, sd, or v. In this study, we used pa. For the definitions of these variables,
see the Appendix. A sufficient condition for ¢ is that its norm can be calculated.

VI Ja?

We call this norm n(.9). n(z) is the Euclid norm;
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4) Calculate the distances between the norms of all agents in team B and the
norm of servery. We call these distances d(n(:%),n(:%,)) (k is the index of
agents in team B). Here, d(z,y) = |z — y|.*!
5) Select an agent k* in B that has the minimum distance to the norm of server?’s
L.
6) Agent k* of (5) is a new client of team B. We call it clientl.
7) Repeat steps (1) to (6) by using client}; instead of client,.

We required a the random selection at step 0 in order to bootstrap this al-
gorithm. After the bootstrap, we can continue this selection algorithm for an
arbitrary number of steps.

3. Results and Some Modifications

Fig. 2 shows a time series of the two agent teams with the selection like mirrors.
Each of the teams is the same as the agent group shown in Fig. 1. From Fig. 2, it
is observed that the mutual selections lead to an increase in the coordination level
of both teams. However, in the figures in the middle row, many gaps appeared.
These reflect a type of deadlock involved in the selections. During these gaps,
only four agents forming a closed loop were calling each other.

These loops are formed as follows. Assume that client 7 in team A demanded
server j’s ability. Server j was similar to agent k£ in B. Agent k was selected
as a client of B. Agent k£ demanded an ability of server agent I. Agent | was
occasionally similar to the first client agent ¢ in A, and coordination was not
successful. Then, the loop was formed. The two teams cannot escape from this
loop without an help of a random change in demands in the loop. If N increases,
the probability of the simulation “detecting” this loop also increases.

Fig. 3 shows the time series shown in Fig. 2 with noise. 5% bit flips to
information vector ¢ were added. We observe that the gaps seen in Fig. 2
disappear. The coordination level of this system was slightly greater than the
one shown in Fig 2. The noise helped the teams to break the loops. In a situations
with a larger value of N, the noise is necessary because more loops occur.

+x1 We added a very small amount of noise to these norms to avoid the appearance of equal
distances. We used a normal distribution that has average 0 and standard deviation #.
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Fig.2 Time series with selections like mirrors. The time series on the left-hand side shows a
plot of the variables of team A. The one on the right-hand side shows a plot of those
of B. The other parameter settings are the same as those in Fig. 1. The figures in the
upper row show the execution amount. Those in the middle shows values of cac called
as a client. This value counts the number of calls to an agent i as a client in one turn.
The figures in the bottom row show pa.
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Fig.3 Time series shown in Fig. 2 with noise. 5% bit flips to information vector ¢ were
added.

Fig. 4 shows a simulation with higher value of N (N = 66). In this situation,
the execution levels are the same as those of the one shown in Fig. 3. The im-
balances of the two teams’ organizations involving pivotal agents were magnified
as compared to that shown in Fig. 3.

We already have a solution for solving this problem. This solution involves
the simulation of some type of indeterminacy in the negotiations. This model
originally dealt with the origin of money without common metrics measuring
values, and in the context of this paper, a situation with only one team was
considered®. Originally, our model for the simulation of pivotal agents simplified
negotiation about authority by averaging them. An authority vector v was nor-
malized to sum N. This implied that all authority values in vector v are relative
to the shared image of wholeness, N. Negotiation by averaging could be calcu-
lated in the condition where the same value of N and the same interpretation
of the meanings of symbols was shared. Our new method described in? altered
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Fig.4 Time series shown in Fig. 3 with a higher value of N (N = 66).
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Fig.5 The left figure is the same as Fig. 1. The right is a time series of the model equipped
with relative authorities.
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these conditions of simple negotiation. We introduced another negotiation re-
garding the context/wholeness (each agent’s totalities N;) of authority and the
interpretation of meanings of symbols, before the averaging of authority vectors.
Authority vectors with these negotiations are called “relative authority”. For
more details, see the Appendix *!.

Fig. 5 shows the comparison of the time series of a model with relative author-
ities and one with simple authority. Both have a pivotal /leader agent. However,
the differences between the pivotal agent and other agents are relatively minor
in the relative authority model as compared to the original one. The former has
many local leaders. The coordination levels of both are similar. The relative
authority model is more robust than the original one with regard to the range
of z, i.e., for almost all value of x value lesser than N, it can generate a leader.
The original authority model requires a small limited range of x for generating
a leader. The effects of these properties of the relative authority model have not
yet tested in a two-team settings.

Fig. 6 shows the same time series as that in Fig. 4 with relative authorities.
The organizations of the two teams are very similar like mirror images. The
execution levels were approximately 10 times higher than that in the case of the
ordinary authority mechanism. The robust leaders in both teams select each
other, along with appropriate fluctuations. The selection like mirrors effectively
functioned to allocate resources to the team by distinguishing the pivotal agent
and other agents.

As shown in Fig. 5, a pivotal/leader agent in the relative authority model has
many local leaders surrounding it. In comparison, a leader in the original model
has almost no local leader around itself. This is the main difference between the
two models and leads to the difference between the time series. However, it is
incorrect. As seen from figures in the middle row of Fig. 6, with the two-team
settings, the local leaders disappear.

We compared the execution processes of the original and relative models. When
the alternations of the leaders occurred (Fig. 4) , there were short periods in

%1 We have already submitted details of this method for another model in Japanese®). An
international journal submission is being prepared.

Vol.2009-MPS-74 No.2
2009/7/13

all executions
all executions

PA
A

200 400 600 800 1000 200 400 600 800 1000

call as a client A
call as a client B

200 400 600 800 1000 200 400 600 800 1000
t t

Fig.6 'The same time series as that in Fig. 4 with relative authorities.

which each of the two teams had a leader. A closer study of the execution in
this period revealed that the mutual selections occurred as in the case of the
relative authority model. However, one of the two leaders did not have sufficient
authority to subject others to its orders. This leader cannot change its demands
and therefore it gradually loses its PAs and collapses. Fig. 7 shows that the
differences of authorities in the original model are smaller than the relative one.
The leader in the relative authority model has many local leaders in the PA
space, whereas in the v space, its authority is highly centered. This is counterin-
tuitive. The appearance of the local centers in the relative authority model might
be explained as follows. In the relative authority model, each agent has a differ-
ent image of the whole, ;. This difference allows many leaders to coexist with
different levels of authority. When they are generated, these local leaders have a
shorter time scale than the main leader, and therefore, they collapse. The abso-
lute values of their authority are smaller than those of the main leader; however,
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Fig.7 The time series of authorities with the same configuration as that shown in Fig. 5.
The left-hand side shows the original model, and the right-hand side shows the relative
authority model.

these local leaders have their own PAs in small N; communities. This explains
the coexistence of the large difference in v and the existence of local leaders. In
the original model, all agents share a common scale measure for authority, N.
This makes the difference relatively small.

In the two-team setting, two leaders select each other as a client. This inhibits
the appearance of local leaders because coordinations are established by the main
leaders before local ones can be generated. Therefore, in the relative authority
model, there exist only large differences.

4. Conclusions

As an unsolved problem from our previous work, we considered the problem
of allocating resources to an agent’s team in the situation in which information
about the team is limited. A solution that exploits the organizational similarity
of the teams was proposed. However, this solution encountered deadlocks. The
noise induced fluctuations of the selections helped the system to avoid these
deadlocks. However, in the presence of noise, the stability of the pivotal agents
could not be maintained. By using a new negotiation model called “relative
authority” we recovered the stability of the pivotal agents and solved the above-
mentioned problem.

Appendix

We describe some details of our model that are required for understanding this
paper.
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4.1 Variables

Our model consists of N agents. An agent ¢ has several attributes.

e Demand dz = (dil,diQ,. ‘e ,din)I dij =0orl. Zj\r dij =1
Here, j is the index of the ability that an agent ¢ demands. If d;; = 1, then
agent ¢ demands ability j, and if 0, it does not. In this model, an agent
only demands one ability at a time, and therefore, the sum of d; is one. The
demand vector is randomly initialized, i.e., d;j; = 1 for random j'.

o Ability a; = (@i1, s, .-, @) a;j =0 (for i # j) a;; =1 (for i = j)
The ability vector represents an operation that an agent ¢ can execute. If
a;; = 1, then agent ¢ can reply to the demand that requires index j. In our
model, each agent has one ability. Here, for simplicity, agent i has ability i.
An ability is fixed and it does not decrease, and therefore, this vector does
not change in a time series.

o Authority v; = (vi1,vi2,-..,0in): 0<v; <N, 0< Zjv vi; <N
This vector represents the authority of agent j for ¢. In other words, if v;; = 7,
then agent ¢ has an authority with intensity r (positive real number) from
j. Because parameter x that we define below has value relative to N and
we compare v with x, we impose a summation limitation on v. The initial
values are all zero.

e Suspended Demand sd; = (sdi1, sdsa, . .., sdin): sdij =0 or 1
This vector represents the suspended demands delegated to an agent i. If
sd;; = 1, then the agent ¢ has a suspended demand that requires ability
index j. Suspended demand j is consumed when agent ¢ selects sd;; as an
alternative to its own demand. The initial values are all zero.

e Proxy Ability pa; = (pa;1,pais, ..., pain): pa; =0 or 1
This vector represents the proxied abilities that an agent ¢ has. If pa;; = 1,
then agent 7 has a proxied ability from j. In our model because agent i has
ability 7 in our model, it is not necessary to consider where this ability ac-
quired from. Proxy abilities are a temporary copy of an ability from other
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agents, and therefore if agent ¢ uses pa;;, then its value is reset to zero. The

initial values are all zero.

4.2

Dynamics

4.2.0.1 One Step of Model
One trial of coordination (exchange of demands) is modeled as below.

(1)

(2)

(3)

(4)

Selection of Client
The system selects agent ¢ randomly. We call this agent a “client”.

Selection of Server

The client selects agent s that can respond to its demand. We call this
agent a “server.” The client selects a server from among all agents in the
system based on the criterion given below. The client searches for agents
that have an ability or a proxy ability w that it wants, i.e., the client selects
an agent s that satisfies d.,, = 1 and (as, = 1 or pas, = 1).

Negotiation about Authority Vectors
Before a trial of coordination, the client and the server negotiate their views
of authority. This is simply modeled by averaging their authority vectors,
ie.,
véj = v;j = w, for each j
We normalize the authority vectors, every time they change as given
below.

al N
. j : ] "no__ 1 .
if ’ch Z N, then ch = chz:jvil, for eachJ
R i Yej

We also normalize vg in the same manner.

Judging Cooperativity and Execution of Demand

From the definition, a server has the ability to satisfy a client’s demand;
however, the opposite condition has not been tested.

In the first case, we consider that the client can satisfy a server’s demand
or a suspended demand, i.e., the client’s ability can satisfy the server’s de-
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mand (or the suspended demand) by coincidence or the client’s proxy abil-
ities satisfy the demanded ability ((dsw = 1 or sdsw = 1) and (ac, =1
Or pacy, = 1)). In this case, the exchange of demands succeeds, and the
agents execute their abilities. “Real” executions do not occur in our model
because there is no actual implementation of abilities. We simply count
the number of executions. We call this quantity e(t) or “all executions.” ¢
denotes a “turn.” It unites IV exchanges.

(a) Using Ability
When an agent executes its ability, the system increments e(t) by 2.

(b) Using Proxied Ability
When a client uses its proxy ability, the system resets pa., to 0 and
increments e(t) by 2.
In this case, the agent that delegated this proxied ability receives a
notification and some procedures begin in order to inhibit the abuse
of proxy abilities. For more details about this procedure, see™.
The client satisfies its demand and its demand is reset to zero. The server
requires more complicated procedures. If the server’s suspended demand
is satisfied, its own demand still persists. Of course, if the server’s demand
was also satisfied, both are reset to zero (dew = dsw = 0).
If the server used a suspended demand, then additional procedures notify
the relevant agents of the use of it”.
Next, we consider a case in which the client cannot meet both the server’s
demand and the suspended demand.

(a) Delegating Demand and Ability

If the server, finds authority of the client to be greater than x (i.e.,

n

"' > x), it suspends and delegates its demand to the client (i.e.,

v
Sdey = 1). It also delegates its ability to client ¢, i.e., pa.s = 1. Note
that z is a constant shared by all agents. In this case, only the server
executes the client’s demand, and therefore, the system increments

e(t) by 1. The client’s demand is reset to zero (i.e., deyy = 0).
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(b) Declining Demand
If the server finds the authority of the client to be less than z (i.e.,
vl x), it declines the client’s demand. In this case, the authority of
the server in the client increases by 1.0 (i.e., v/, + 1.0). Because no

executions occur, e(t) does not change.

(5) Updating Demands
Because of these processes, d. or d; is reset to 0, and then, for a randomly
selected index k, d.r or ds is updated to 1. When the update of the
demand of agent u occurs (i.e., dy, becames d, ), all suspended demands
of u also change simultaneously, as described in”.
4.2.0.2 One Turn of Model
We call these five processes one “step”. As mentioned above, one turn
comprises N steps. At each turn, the system selects one agent k and
changes its demand randomly. This prevents the system from falling into
equilibrium with no exchange/cooperation.
Details about the model that have been omitted here are explained completely
in?.
4.3 Relative Authority
4.3.1 The Relative Whole and Units

Most of the conceptual description is omitted here. However, if required, it can
be referred from® or a forthcoming paper.

As the relative whole, N} for each agent 4 is used. Each agent calculates N} at
the end of a turn using memories of a latest 7' turn as follows.

n! is the total number of different agents encountered with i in the past 7' turn.
In this study, 7' = 10. An “encountered agent” may be one among the following.
(1) It has the ability to satisty the demand of i. (2) It requires #’s ability. (3) It
was included in the information offered at the time of a negotiation. For the same
agent, it is counted only once. N} is updated as NZH = nt. N? is randomly
determined such that it is between [2, %] We determined 2 as the minimum
value of the relative whole. The initial maximum was set lower than N in order
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to exclude very large value of N?.

On an unit 1¢ for each agent, it is updated as follows at the end of a turn.
1§+1 = N?l“
4.3.2 Dialogues

The negotiation is divided into the following steps.

o By dialogues about the relative whole, agents update their interpretations
for symbols (= }°).

e Agent j communicates a numeric value v;/; to agent i as a symbol of an
opinion on agent m.

e i interprets the symbol by ).

e j performs the same processes as <.

e Each agent averages the authority vectors.

An opinion is sent to a negotiation partner only when it satisfies the condition

viie > 11,

4.3.3 Updates for Interpretations

Assume th. is a relative whole sent by j. Agent i calculates RZ-S’O by the

interpretation 1},
t,s,0
t: S, Nt Nt
st,o = b t(s 0]) + oo (1)
NEx ™ (NE) " (NF) x Nf
1 1
==+ (2)
t t,s,T t
Ni P T(NG)

t,s,0
ji
number of updates in the negotiation.

Agent j also calculates R”". The upper third index of zpf’“] represents the total

Next, as a criterion the a termination of updates, df}s’o = df}s’o is calculated.
df}s’o is defined as |R§f’0 - Rj-’-s’0|. The updates terminate when 1% > d;;*7. If
both agents terminate the updates, they proceed to the next procedure. If both
fail, by an algorithm mentioned below, each agent updates its interpretation to

t,s,7+1 t,s,7+1
Vi i
When only agent i among the two agents terminates the interpretation, with

and repeats the calculation of d
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updated d};’s’TH of j, both agents re-calculate dff’TH. If dff’“"l < d’;ff’T, then
two agents restart from calculating ¢)*" ™. Otherwise, the interpretation up-
dates are forced to terminate.

4.3.4 Implementation of the Interpretation

In this study, the update method for @/Jf-’s’T is implemented along with the

following conditions.

e Each agent has a minimum learning ability that allows it to memorize past
random decisions and use these results until a problem is encountered.

e The value below 1% is not discriminable.

¥¥*7 (n) is implemented as a table that holds entries corresponding to the value

for each n. The algorithm for calculating one return value for it is as follows.

e A set of entries corresponding to the index contained in the domain (n + 11%)
is selected.

o If there is no entry in the set, a value corresponding to n is randomly deter-
mined in the range of [2, N}]. The obtained result is returned as an answer,
and its value is memorized as a new entry.

e If the entry set contains elements, one of them is selected at random and it
is returned.

e When updating the table, a value for the index is changed to a randomly
selected value in the range of [2, Nf].

In addition, @ZJf’O’O is a table holding no entries.

4.3.5 Transfer of Opinions

After the dialog on the relative whole, opinions are exchanged. An opinion is

v;.’,: x N}
NEx™ (NF) - 9™ T(N) x N}

K2 K2

s t,s
_ 1 Vi 4 ik
t,s,T
2\ N gy

If v;f’ks is not sent, it is treated as zero.
Threshold of Authority and the Relative Unit

averaged as follows.
t,s t,s,andt +
t,s_l{vz’k X ; (M)

Uik =3
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1% is used as a unit for the change in authority. Moreover, when the authority

o . Nt
changes, it is normalized as ), v;;’ = N},

In addition, during a trial of coordination, the delegating condition is altered
as

()

t,s z t
Vi 2 v X Ni
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