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About the Three-Dimensional Hidden-Line Problem .
HmpeETARA KaMiucHI*

1. Introduction

Recently the field of computer graphics has played more and more important
role in computer engineering and information processing engineering, since
L. G. Roberts [1], I E. Sutherland [2]. and et al. had the epoch making works.
While many I/O devices have been developed in various directions, many fields
have their relation eith each other through their development. Later many
papers on the hidden-line problem appeared and discussed about the method on
the base of visibility of polygons [5]~[7], and about the method of visibility
computing of quadric surfaces [8] and etc. On one side, there exists the vari-
ous researches as follows; computer aided design of surfaces, generation of
surfaces, connection of surfaces, and polynominal approximation [9]~[13], and
the representation of intersections [14]. Especially the formers are useful in
the field of style design of airplanes and automobles, and in the field of parts
design of machinary.

In this paper, we will introduce three new concepts; gazability, visibility
and plottability. And we will investigate their meanings and relation among
them. -

Then an algorithm to get hidden-lines point-by-point is to be described. It
will be shown with several examples that the problem to get concrete criterions
of gazability and visibility is reduced to solving some simultaneous equations
and some inequalitis. We will show some concrete criterions which we can
compute numerically without so called “gradient method”. And an experimental

result on the computing time is given.

2. Several Definitions and Their Nature

For facility, we define the following symbols; P: a visual point, S: a sur-
face of sight, 3: the set of points which compose objects in the 3-D (three-
dimensional) Euclidian space, K: the set of the points to be examined (in this
paper, we suppose that K would be previously obtained independently of the
set X, PX:a spacial curve between P and X that does not intersect itself,
II—’TX'I : the distance along PX between P and X. PX*: a half spacial curve that
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has P as the terminate, passes through X, and does not intersect in itself,
*PX: a half spacial curve that has P as the terminate and whose extension
passes through X and that does not intersect in itself, @:-an empty set.
Definition of the Obstruction Set

Objects in the space are considered as the subset of the set of points .
For example, there are three objects; A, B and C. Then Y is represented as
follows ;

Y={X|Xe€A or X&B or X&(}.

Now standing at a given visual point, let us look at X on 2. The intersec-
tion of P_)\( and Y is called the obstruction set of X, denoted 2*(X). The subset
of 3 connected with 3*(X) is called the suspected obstruction set of X, denoted
2(X).

We will set the following rule;

Rule 1 The point X and the point P are not the elements of 3*(X).

Then we can describe Y*(X) and 2°(X) as follows;

SHX)=PX N {S—{X} — (P}} =PX n 3%X)
JX)={Y|Yel, 3°(X) is connected with X*(X)}
3 (X)=3— (X} — (P} D3°(X)

2(X) is often used, but has not a special name.

Definition of Gazability

When we look at objects through a window, this window determines a
visual field. From its analogy, we can give the following definition.
Definition 1

It PX*NS+0 for XK, X is called gazable. If PX*NS=0 for XK, X is
called ungazable.

Using the way how the structure of a camara or human eyes determines a
visual field, we can define gazability as follows;
Definition 1

If *PXNS+0 for XK, X is called gazable. If *PXNS=0 for XK, X is
called ungazable.
We will use Definition 1 in the following discussion. If using Definition 1, the
following discussion would chaﬁge scarecely.

Definition of Visibility ¢(X, 3(X))
Definition 2 .

If 3%X)%0 for XeK, X is called invisible, and denoted by ¢(X, 3(X))=0.
If by 3*X)=0 for X&K, X is called visible, and denoted by ¢(X, 2(X))=1.

Definition of Plottability f(Z, %)
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For any gazable point X, P?(nSq&(P. Then we can give the folloing defini-
tion for gazable points.
Definition 3

If (Y, 2(Y))=1 for at least one poiht YEP?(*QK, Z is called plottable,
and denoted by f(Z, 3)=1. If ¢(Y, 3(Y))=0. for all YePX*NK, Z is called
implottable. and denoted by f(Z, 2)=0, where ZEI?\X*OS.

charactoristics of the Set of Visible points

Lemma 1

PX*NK is partitioned into two sets Yi and Yz which don’t intersect each
other as follows;

P_:X*FIK= YinY:

such that ¢(Y, 2(Y))=1 for any YeY;, and ¢(Y, 3(Y))=0 for any YeYs

Otherwise if PX* intersects in itself, YiNY,;=0 does’t follow generally.
Theorem 1

If Kn2, the number of the elements of the set Y; is not more than one.
We get the following theorem, using Lemma 1 and Definition 3.
Theorem 2

If and only if Y1=9, f(Z, 3)=1. If and only if Y1£0, f(Z, 3)=0.
The subset 4; of ¥

Let 3(X)= U 4/(X). Then 4(X)=4;~ (X}~ (P}, because 5= U 4 Now let
J=

j=1
Aj*(X):P_:;(*nAj(X). The next theorems follow;
Lemma 2
For XeK, d*xPog(X, 4;(X))=0.
For XeK, A¥=0og(X, 4;(X)=1.
Theorem 3

9%, J(X)= 0 o(X, 4.

Theorem 4
For XoeK, f(Z, 2)= U oX, XX)=nf(Z, 4:),

XePX*NK
where P—}A{o*ﬂS’—\r@.
Corollary 1
U  nglX, 4:(X)=n U ¢X, 44(X)).
XePX*nK °* ! XePX*nK
The Second Rule

When there are more than two elements in PX*NK, the point on PX*NS
corresponding to them is called that it degenerates. We will set the following

rule.
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Rule 2 The elements of the union set L of planes and lines containing the
neighborhood of the visual point P are not the elements of the obstruction set
of any XeKk. »
Then we can rewrite the obstruction set 2*(X) as follows;
SHX)=PXN3(X), 3(X)=3— (X}~ {P}—L.
So the next lemma follows for plottability. -
Lemma 3
FZ, 2)=1f(Z, Y- L)
Now we will set the following condition COND.
COND
2 is a union set of planes and lines. K is a union set of curves containing
any boundary line of J.
Then we can get the following theorem.
Theorem 5 .
If ¢ (x0) is the subset of ¥ and consists of the neighberhood of the ele-
ments of ﬁf*ﬂK, then f(Z, ¢)=1 follows under the condition COND.
Corollary 2

f(X, 2)=f(Z, ¥—¢) where ¢x0.

3. An-Algorithm For Detecting Plottability (Fig. 1)

Let S(X)=S—{X} — {P}. Then from Definition 1 and Definition 2, if ¢(X, S(X))
=0, X is gazable. Now J is devided into simple objects represented in the
form of the eq. (5.1), the eq. (5.3) or the eq. (5.6). We use a finite set of X,
Xz, -+, Xu instead of an infinite set K, such that a union set of the neighborhood
of X; with the same radius » covers the set K. Then plottability for X: is
detected as Fig. 1 shows. Then we will describe in the section 5 the definite

method for computing gazability and visibility concretely.

4. A Visual Point, A Line of Sight and A Surface of Sight
The principle of Fermat tells us that light goes from X to P so that the
value '
P

[PX]:SXn(x, v, 2)ds (4.1)
should have the extreme value where ds is a line element along the line of light
and n(z, y, 2) is the refractive index of a medium. Now if we consider the
medium as homogeneous one with isotropy, we gain the straight line of sight.
The equation of a straight line of sight is represented in the following three
ways. l

R=(P—X)si+X 0<si<1 (4.2)

R=(X—P)s;-+P 0<s2<1 4.3
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compute gazability
g (Xi, SUp)

J=inl e

Zj is
plottable

compute visibility
g (X, 40 (X))

g:0 =
=

I=1+]

Fig. 1 An Algorithm for Detecting Plottability.

R=As+X 0<s (4. 4)
where R, P and X are vectors, and where s, sz and s are scalar. Between the
eq. (4.2) and the eq. (4.3), si+s2=1 follows.

Generally speaking, a surface of sight is represented with the non-linear
simultaeous equations as follows;

Si(z, v, %, p, 9)=0

Sax, y, 2, P, 9)=0 (4.5)
Ss(z, v, 2, p, q)=0
Especially, we represent a surface of sight with a plane of sight as follows;

S=Ap+Bqg+C, (4.6)
where the condition deciding its form is 0<p, ¢<1. By choising parameters 4,
B and C in proper ways, we can pay a proper regard to rotation, expansion and
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contraction, and parallel move. Gazability ¢(X, S(X)) has the inverse nature
which visibility (X, 3(X)) has. Now let the plane of sight denoted by S. We
can define gazability by using the visibility function from Definition 1 and De-
finition 2 as follows; if for XK, ¢ (X, S(X))=1, then X is ungazable. If for

XeK, ¢(X, S(X))=0, then X is gazable. Ultimately, we can compute gazability
with the algorithm of computig visibility.

5. Representation of 4: And The Methods of Computing Visibility
5.1 Basic Idea
There are three methods to represent 4; as follows;
Method 1
We represent any surface in the 3-D space by using three direct variables
z, ¥y and z. [Its nature is represented with

Qx, v, 2)=0, (5.1)
where its boundary condition is represented with

C]i(x, Y, z)g(): 221) 2’ """ > 7. . (5. 2)
Method 2

We represent any surface in the 3-D space by using two indirect parameters
# and ¢ as follows;

R=F(u, t), (5.3)
where its boundary condition is generally represented with

gilu, £)<0 i=1,2, e, m. (5.4)
For normalization and simplicity, we use the following representation.

0<u, <1, (5.5)
Method 3

We represent any body in the 3-D space by using three indirect parameters
u, v and ¢ Its nature is represented with

R="Flu, v, ), (5.6)
where its boundary condition is generally represented with

qi(u, v, t)<0 i=1, 2 - , M. 5.7
For normalization and simplicity, we use the following representation ;

0<u, v, t<1. (5.8)

We will give the method of computing visibility for each case. Now we use
the eq. (4.5) as the line of sight, and obtain the following simultaneous equations
using the eq. (4.5) and the equations in each method.

{Q(/I15+X1, Aos+Xo, Azs+X5)=0 (5.9)
qi<A1$+X1, /125+X2, AaS—f—X:«))SO 521,2, """ , 7 '

As+X=F(u, t) 0<u, t<1 (5. 10)
As+X=F(u, v, t) 0<u, v, t<1. (5.11)

Now let Hi, Hi and Hi be each solution set of s satisfying each eq. (5.9), (5.10)
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and (5.11). And let R be the set of positive real numbers. Then we obtain the
following criterion; ‘
Criterion

If H-NR.=0, then the point X is visible. If HrN R0, then the poiﬁt X
is invisible where =i, ii, iii.

Otherwise, when we use the eq. (4.3), as a line of sight let R+ as be
Ri={z|0<z<1}.
Then we can use the same criterion described in the above.

The case that s in- the eq. (5.9) has an explicit solution generally is when
the former of the eq. (5.9) is reduced to polynominals of s of less than order 4.
The case that s in the eq. (5.10) has an explicit solution is when the eq. (5. 10)
is linear for « and ¢, or when it has a special quadric form. About the eq.
(5.11), we need to investigate the nature of the solution of some simultaneous
inequalities.

52 Concrete Criterion
If a given surface has the following representation, we can get an explicit

solution on visibility.

Qlz, y, 2)=arx+awy+aszt+as=0 (5.12)
Qlz, y, 2)=arx’*+ay’+as2®+awxy+aszy+aszxr+arx+asy+asz
+a10=0 (5.13)

Qz, y, 2)=arx®+aw+as2®+asxy? + asx 2’ asy® +ary 2+ aszx®
+aozy?+awryz-+anr?+aty?+an? taury - asyz

+aszztanz+asy+anz+an=0 (5.14)
R=Au+Bt+C 0<u, t<1 (5.15)
R=Awt+Bt+C 0<w, <1 (5. 16)
R=Aut+Bu+Ct+D 0<u, t<1 (5.17)
R=Au+Bv+Ct+D 0<u, v, t<1 (5. 18)
R=Auvt+Bvt+Ct+D 0<u, v, t<1 (5.19)

The eq. (5.12) means a plane, and the eq. (5.13) means a quadric surface. The
eq. (5.14) means a cubic surface. The eq. (5.15) means a plane. The eq. (5.16)
means a triangular. The eq. (5.17) means a quadric surface, consisted of lines.
The eq. (5.'18) means a parallelepiped hexahedron. The eq. (5.19) means a tri-
angular pyramid. The method of computing visibility using the eq. (5.13) was
investigated by R.A. Weiss [8] in 1966.

We think that it is very convenient to compute visibility by using a tri-
angular because every surface can be partitioned into triangulars with arbitrary
given resolution. Here we give the criterion for such a triangular. It is very
simple. For example, we get the following solution of the simultaneous equa-
tions of the eq. (4.5) and the eq. (5.16) if |J|=0.
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1 Cl—'Xl —AI _Bl 1 Al _Al —Bl
Szﬁ Cy—~Xy —~As —Bs, t:ﬁ As —Ar, —B:
Cs—Xs —As —Bs) A3 —As —Bs
A Ci—-X, —-Bll||l4 —A C—-X,
w:’—}—[ s Cz—-Xz —B, AZ —A; Co—X, s (5 2‘0)
Az C3—Xs —Bsf||ds —As C3—X3
where
A —A —B
|J|=|42 —As —DBa|.
As —As —Bs

Then the criterion is given as follows;
1. If ¢£=0 and s>0, the point X is invisible.
2. If #x0, s>0 and 0<w, ¢<1, the point X is invisible.
3. In the case except the above 1. and 2., the point X is visible.
When |J|=0, if s satisfies the following inequalities
(Ds—E)(Fs—G)>0
{(F=D)s+E—G}(Fs—G)=0
[Je| G || Fs<[Je|?+ |61 G
s>0,

the point X is invisible, and otherwise the point X is visible, where each con-

(5.21)

stant is represented as follows ;

A B; Ci—X; b A Ay
D= , E= , F= , (5.22)
A Bj Ci—X; B;j A 4
. A, A, " {A; B; a0 Z‘ﬁF‘;, ik,
=i F) k| — > k=Y, IR,
Ci—X: Ci—X; lA’ Bl i, j, k=1,2,3

In our almost case, |J |0 is satisfied. The case that we need to consider about
|J|=0 is the case that we compute hidden-lines for N/C machines.

It is very easy to compute the solutions of the inequalities (5.21) and of the
eq. (5.18) and the eq. (5.19). But we don’t discuss about them in detail.

6. Conclusion

In a system, surfaces are often represented in the form of hign order poly-
nominals with normarized boundary conditions [9], [11]. Then the eq. (5.10)
for computing visibility are non-linear simultaneous equations. So we cannot
generally get the explicit solution of s, » and ¢ This fact requires repitition
computing of so called “gradient method”. This requirement gives many faults.
Now we suggest that it is very convenient that we partition any surface into
triangulars and use only such triangulars as the objects in the 3-D space.

We investigated the modification time of its method in an experiment by
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cooperation of Mr. Sakanashi. We had neighboring 32 triangulars as 2 and 280
points on X as the elements of K. It took 78 seconds on FACOM 230-10 FORTRAN
and about 0.1 seconds on HITAC 5020 FORTRAN to compute visibility of one
point. It took about 26 seconds on HITAC 5020 FORTRAN to compute visibility
of the whole points in that picture. This fact gives us a fore cast that its
method may satisfy the requirements of I. E.Sutherland [3].

It is difficult to compute K from arbitrary surfaces automatically, because
K consists of outlines and intersections and arbitrary patterns on surfaces. In
this paper, we discussed based on the assumption that K is given explicitly.

The author wishes to express his gratitude to Mr. Sakanashi for his coding
of FORTRAN programs, Mr. Uehara and Mr. Fusaoka for their kind advices and
Professor Hagiwara and his staffs for their discussions.
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