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L. Introduction

Many of the methods studied in the fields of character recognition or pic-
torial pattern recognition aim at realizing machines which can determine to
which class out of a finite set of classes a given pattern belongs, and the answer
obtained with such a machine is either the name of the class the pattern be-
longs to or the response that indicates the machine is unable to classify the
object.

It is almost impossible, however, to perform processing of graphic data other
than characters only with such approaches. This will be clear if one thinks of
problems of processing graphic data obtained from the natural world, such as
photographs of particle tracks in a bubble chamber or spark chamber, finger
prints, photographs of chromsomes or neurons, or air photographs, and problems
of processing complicated general graphic patterns including circuit diagramé,
flow charts or chemical formulae, etc. [1]~[4].

The system required with such problems is the one which can extract com-
mon features like cross points, end points, line segments, or shade and tone
from the objective pattern, and convert it into a structured data or a description
feasible to processing based on the topological or positional relationships and
some other attributes of them, and the one which is able to store, reproduce
and recognize the object when requested. Digital computers presently in use,
however, do not have well suited functions required for such operations. One
of the objectives developing the present system described here is to endow the
general purpose computer with an ability to process these kind of problems
quite easily by adding the developed system.

[

2. Background of the problem

There have been several attempts to apply language processing techniques
to the problems of pattern recognition or picture processing [5], [6]. Kirsh and
Narasimhan pioneered in this field [7], [8]. Recently formal treatment of pic-
torial patterns using picture description language and its application to picture

recognition systems or picture generation systems are reported [9], One of the
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authors also proposed similar methods and basic system design for pictorial
pattern processing [10]. This paper gives a general description of the basic
construction and functions of the experimental system and some of the results
of simulation of the system.

In the field of pictorial pattern processing and computer graphics, one of
the most important problems is how to express and manipulate picture elements
and their relationships. The system in which logical structure of an informa-
tion and physical locations where its elements are stored are specified seperately
in order to facilitate handling relations between data elements is called associa-
tive processing system. In the most of the interactive graphic systems, data
structures with this property are employed [11].

Associative processing system will be realized quite easily if a content address-
able memory (CAM) in available, but at present number of problems have to be
solved before this become practical.

One approach to realize CAM is to simulate content addressability using
programming techniques such as hash coding. Several works have been reported
in this area [12], [17]. Hardware CAMs are also tried strenuously utilizing LSI
technology and others [13]. Another has proposed to modify 2 1/2D magnetic
core storage to obtain content addressability [14].

The present system described here also possesses an ability to detect data
with a specified bit pattern in parallel regarding nxn bits two dimensional data
in the processor as n word n bits information, and this will be usefull in re-
alizing associative processing system for pictorial pattern processing [15], [16].

There have been proposéd various types of highly parallel systems for vary-
ing purposes [18]. ILLIAC III is the most famous and has been the only project
attempting to implement hardware system [19]. Although the system described
here is experimental and rather small in scale, it has a number of new features
in its basic functions or system construction, and it will be possible to rein-
force the ability of the present computer system by including this type of pro-
‘cessor in it. [15], [16], [20].

3. System construction

The central part of the system is the processor with parallel structure (ATPU
—Associative Information Processing Unit) in which identical logic units (logic
cells) with relatively simple logical functions are arranged into nXn array so that
information can be exchanged between the nearest neighbor cells. To these
logic cells common control signals are fed from the AIPU control.

Each logic cell consists of 4 bit register and associated logics. and each bit
position of the register can be considered to compose a planar register holding
a two dimensional information. They are called PLANE_0, PLANE_1, PLANE_2,
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To/From
Plane-register

Fig. 1. Basic construction of Associative Information
Processing Unit. Arrows show main informa-
tion flow in a cell. Flow of control signals
is not included.

and PLANE_3. Fig.1 shows the flow of informations in a cell in this processor.

The PLANE-REGISTER is a storage device with a very large word length
and nxn bit data can be transferred in parallel between AIPU and this device.
Through the periphery of a plane in the processor, n bit data can be transferred
to and from the main memory of the computer to which AIPU is attached.

AIPU control which is also attached to the computer to decode instructions
supplied and generate control signals according to the instructions possesses
two basic registers, R_RREGISTER and D_REGISTER. R_REGISTER is composed
of a pair of eight bit cyclic shift registers and D_REGISTER a pair of n bit
registers. Both are used to hold a reference patternfor two dimensional local
pattern matching operation (template matching operation) or for one dimensio-
nal matched search operation respectively. Outputs from R_REGISTER are
applied to all of the cells in AIPU in common, while outputs from each digit
of D_REGISTER are only applied to the cells in the corresponding column of
AIPU.

Total of 35 control signals including the ones from above mentioned regis-
ters are fed to each logic cell [16], [20]. Input data for each cell are eight from
eight neighboring cells and one from PLANE_REGISTER. Output from a cell
is obtained from PLANE_0 or PLANE_1.

In the system now under development, n is 16 and each cell is composed
of 15 commercially available current switching integrated logic circuits contained
in one printed circuit board.

Fig. 2 shows the principle of control signal distribution through AIPU. The
time deviation of control signals on the plane are restricted within 4 to 5 ns.
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Fig. 2. Control signal distribution scheme for AIPU.

Lines for interconnections between cells are not terminated.

Employing the packaging scheme mentioned above, it has been shown that
the response time of each cell to control signals is less than 10 to 25 ns [20].
As basic operations in AIPU described in the next section consist of 2 to 30
steps of control sequences, the system is expected to operate sufficiently fast
compared with the presently used main memory system. '

4. Basic operations in the system
A set of 19 instructions is prepared for AIPU operation as shown in Table 1.
Table 1« AIPU instruction repertoire and format.
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These instructions are supplied from the general purpose computer to AIPU
control through a high speed data channel and executed in AIPU or the asso-
ciated systems. Some of the fundamental operations are explained below.
(1) PLANE_AND/OR, BITWISE_AND/OR

By this operation, logical product or sum of the content of PLANE.L
PLANE_2, and PLANE_3 is obtained in PLANE_0 logically added to the former
content of PLANE_0. CL bit specifies to clear PLANE_0 prior to this opera-
tion, and D bits specify negation or "don’t care’ condition.

For example, PLANE_AND operation with D1="10", D2="11", and D3="01"
gives the following

where [ ] represents the content of each plane.

As will be seen from this example, "11" indicates "don’t care condition and
the content of the plane corresponding to this condition is completely neglected.

Bitwise Boolean operation is similar to this operation except that negation
or "don’t care’ condition for PLANE_1 is specified bitwise by the content of
D_REGISTER.
(2) AND/OR.-TEMPLATE

This operation is for two dimensional local pattern matching to extract
points in PLANE_1 which compose local patterns with their eight nearest neigh-
bor points that match to a given reference pattern (3x3 template matrix) as
shown in Fig. 3.

(%) ¢} (%)
rap, = ™, 0 Pt
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AR ™0 T

Fig. 3. 3x3 template matrix. Asterisks
denote 0 or 1.

The elements of the template matrix except the one in the center are held
in R_REGISTER. The center element of the tempelate is given by DI, D2 and
D3 bits in the instruction. All of these elements are composed of 2 bits each
and can specify "1", "0" or "don’t care” conditions.

During the execution of template matching operation, the template is rotated
with a step specified by the STEP bits of the instruction, and the result is a
logical sum of the matched conditions obtained in PLANE_0. In the case of
AND_TEMPLATE instruction, for example, the following operation will be exe-
cuted at each step for all combinations of (¢, 7) and (4,7) pair
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Po,i,]‘epﬂ,i,j“{‘;fl(rk,1(0)'m;’|’7'k,Z(J)'pl,z‘+k,j»-l)?(dt(o)’f)ﬁ“i“dt(l)'Pt,z',j)
(k, =0, +1 (except k:l:O).)
t=1,2, 3. 4, j=1,2,3, -, n
where p: :; denotes the status of a cell on PLANE_¢ at coodinates (¢,-7), and %
represents logical product. 7+, and 7., represent the content of R_REGIS-
TER, and 4,” and 4:" are given in the Dt bits of the instruction as mentioned
above. If RV bit in the instruction is true. these operations will be repeated
for the mirror symmetric template.
In the case of OR_TEMPLATE, the operation at each step will be expressed
by the following equation
Po,i,j("po,x',j‘{"k;;(rk,Z(O)+P1,i+k,};)'(7k,l(l)+]51,i+k,j+l)

+ ;@7‘5*]*1):, i) (A4 pei i)

where 3} represents logical sum.

In these operations, results may not be defined on the periphery of the
plane. Four n+1 bit registers to hold boundary bit patterns are prepared around
PLANE_1 to overcome this situation. Actually two of these boundary registers
serve also as D_REGISTER.

(3) PROPAGATE

With this operation, the statuses of 1" cells on PLANE_1 are propagated
by rippling to the periphery of the plane in the direction speéiﬁed by the content
of R_REGISTER. The region in which the propagation occurs can be restricted
by the content of PLANE.2 and PLANE.3 setting D2 and D3 bits in the
instruction appropriately.

For example, in case D2=D3="11", propagation can occur on all over PLANE._
1, while if D2="10" and D3="01", it can occur only on the region identical to
the pattern given by [PLANE_2]-[PLANE_3].

The propagation operation can be used in checking the status of planes,
extracting parts of a given pattern, obtaining a projection of a pattern, analyz-
ing positional relationships among pattern elements, or matched search of one
dimensional data.

(4) Other operations

SHIFT instruction is prepared to move a pattern on a plane in the direction
specified by the content of R_REGISTER. SHIFT_LOAD and STORE_SHIFT are
used to transfer data between AIPU and the main memory in the computer.

The content or negated content of PLANE_0 can be transferred to PLANE.
1, PLANE_2, or PLANE_3 by PARALLEL_INTERNAL_TRANSFER instruction.

Contents of boundary registers and D_REGISTER can be set by LOAD inst-
ruction, and the content of R_REGISTER by SET_RR instruction.
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and associative processing that can be realized utilizing basic operations in ATPU.

(1)

(2)
(3)
(4)
(5)
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Some of the fundamental operations realized using basic operations

There are several important operations for two dimensional data processing

These are

temprate matching operation using a template matrix with a larger dimen-

sion than 3x3,

to process a two dimensional data larger than nXxn bits,
one dimensional matched data search,

to change the status of the cell at specified location,

to check the status of a plane.

For the details of algorithms to realize these operations refer to references

[16] and [21].

6. Simulation of the system
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(a) Original pattern (b) Skeleton obtained with the most

simplified algorithm
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(c) Cross points and end points detected (d) Segments connecting the end points and the
’ nearest cross points including the end points
Fig. 4. Results of excuting some of the fundamental operations required for
binary pattern analysis using ATPU simulation program.
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In realizing the system described above, experiments on basic operations
required for two dimensional binary pattern analysis have been carried out using
ATPU simulation program. Some of the results are shown below.

Fig. 4(b) is an example of extracting a skeleton from the pattern shown in
Fig. 4(a).

Fig. 4(c) shows an example of detecting cross points and end points in the
original pattern. It is also possible to detect the cross points and the end points
separately, These operations are realized employing 3x3 template matching
operation and parallel boolean operation.

Fig. 4(d) presents the result of extracting segments linking these end points
and the nearest cross points. This operation is realized by propagation.

(a) Original pattern (b) Result
Fig. 5. Detection of abrupt change in thickness.

Fig. 5(b) shows the result of locating points in the given pattern where
thickness abruptly changes.

All of these operations, if possible to be carried out without dividing the
original pattern, can be realized with several to several tens of steps of basic
instructions in AIPU. The details will be found in references [10] and [16].

7. Conclusion

The highly parallel processor now under development consists of AIPU with
16x16 cells, AIPU control, and a long word plated wire memory employéd for
PLANE_REGISTER. The experimental system is connected to NEAC 3200 (16
bits, 16 kwords, 960 ns cycle time) through high speed data channel, and operates
as a sort of harwared subroutines.

As mentioned before, the unit cell in AIPU is composed of fifteen integrated
circuits. It will be feasible, however, to reduce this number to three or four

by employing custom-made integrated circuits which utilize techniques of com-
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mercially available medium scale integration.

The major fields of application of this system are analysis and conversion
to descriptions of binary pictures, and parallel search of one dimensional data.
Besides these, it has been shown that the system can be utilized in some kind
of pattern synthesis problem such as the one to find a connecting path between
two points on a plane with obstacles [22]. The parapropagation character re-
cognition can also be realized with this system [23].
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