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A Programming System for Resolution Theorem Prover

Masato YAMAZAKI* and Akira YAMAMOTO**

Abstract

This paper describes a programming system for resolution theorem prover. Users
can easily implement various kinds of strategies which are previously known or newly
developed, therefore the system is effective in evaluations or comparisons of the
strategies. High descriptive ability of the system enables users to implement com-
plicated strategies such as the semantic resolution.

The system is composed of five groups of LISP functions: (1) extracting a pair
of clauses from lists of clauses, (2) handling a list éf clauses, (3) executing reso-
lution, factoring etc., (U4) subsidiary functions which are used together with func-
tions in (2) or (3), and (5) miscellaneous functions.

l. Introduction

Resolution theorem prover has a demerit of inefficiency compared to other heu-
ristic ones. To remedy this, many strategies have been developed. These strategies
are classified into three groups: (1) deletion strategies; deleting subsumed clauses,
tautology clauses, etc., (2) preference strategies; such as the unit preference
strategy, (3) restrictive strategies; the semantic resolution, the set of support
strategy, etc. The programming system is developed for easy implementation of vari-
ous kinds of strategies because each strategy is effective only for a limited class
of problems. First we extract basic operations of the three groups of strategies.
Then we take five groups of LISP fulctions and a data array named CLIST as the main
components of the system. This system is intended to have high descriptive ability
to accept complicated strategies. Main features of the system are given and clari-

fied with some examples.

This paper first appeared in Japanese in Joho— Shori (Journal of the Information Processing
Society of Japan), Vol. 17, No.5 (1976), pp. 410~416.
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2. The programming system

2.1 Configuration

Table 1 shows the basic system functions. All the clauses are processed on a

work area named CLIST. CLIST is a one dimensional array of size eight and each ele-
ment consists of a list of clauses.
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This system has & merit of high de- o i
h) (1) metpair renarates n clnuse pair. Sec 2.2
{ : ﬁ
i uddelict
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This ability depends on the following AR R
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users can explicitly assign a clause to any fable 1.Basic oystem furctions
location in CLIST; (3) various kinds of
preference strategies can be implemented uniformly by meking use of the subsidiary
functions.

*GPOINT and ¥FPOINT are used as the pointers of CLIST in order to extract a
clause-pair or a clause exactly once, respectively. *HIST stores the histories of
all the clauses which are initially given or generated later. Temporary variables

such as PL, CL, LB, GTOP1 through GTOP8 are also used.

2.2 Function for extracting a clause-pair
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Fig.l,Clause pairs exiractcd Ly tha successive cails

GCTOPJ, GCURRi and GCURRJj) in *GPOINT and of getpair
two variables GTOPi and GTOPJ are used.
GTOPi indicates the number of clauses in CLISTi. Fig. 1 shows the pairs extracted by

the successive calls of getpair. In this case CLISTi and CLISTJ contain three and

four clauses, respectively.
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2.3 List-handling functions

addelist [1; i]

Addclist adds 1 (a clause list) at the end of CLISTi. If the second argument is
a function fn, fn is applied to the clause list; and this value will be considered as
the second argument.

getclist [i; n]

Getclist sets CL to the n-th clause of CLISTi. The value of getclist is this
clause.

delelist [i; n]

Delclist deletes the n-th clause from CLISTi.

Functions in this group will automatically update the pointers *GPOINT, *FPOINT,
and GTOP1 through GTOPS.

2.4 Functions for resolution

Functions in this group perform resolution, factoring etec.

resolve [pl; fn; 1s; 1lt; 1f)

Resolve generates a list of all the possible resolvents of a clause-pair pl, then
it sets CL to this list and adds the history of each resolvent to *HIST. In case the
empty clause, some other clauses, or no clause is generated, LB is set to 1ls, 1lt, or
1f, respectively. Fn is applied to the clauses; then the maximum and the minimum
values are put on VH and VL, respectively.

2.5 Subsidiary functions

These functions are used accompanying the main functions which belong to the
group (2) or (3). Each subsidiary function has certain effects on its main function.

clength [c]

The value of clength is the number of literals in a clause c. If the value is
greater than VMAX or VH, or less than VL, then these values will be updated. VMAX is
initially set to zero by the function intlz, and will be updated from that time to
indicate the maximum value of all the subsidiary functions. VH and VL are set to zero
when the main function is called. They indicate the maximum and the minimum values
of the subsidiary function in the scope of the main function.

model [c]

If a clause c is false-in a given interpretation, then the value of model is one;
else the value is two. The interpretation will be given by the user as shown in the

example in 3.3.
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2.6 Miscellaneous functions

e A2

Functions for initialization, functions for conditional e
functions, logical functions etc. are included in this group.
3. Examples

3.1 The unit preference stra.tegy(l)

This strategy chooses shorter clauses (consisting of fewer literals) as the

parent clauses in every resolution. Fig. 2 shows an (RT-PRLL LR L7E (LRS9Y (S) (75 (L1 9)
(1nez)
implementation. (sETR L 8)
(2) (RBoC 18T L (PUSCTION CLERSIN) )}
{Srrga
3.2 The set of support strategy M GOITAIR (1 9) M5 PIF)
(Gorv LB}
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139)60P1) ) )
of support of S if S-T is satisfiable. The set of sup- s 52;({;[:’,()" (FLLCHIOH CLTET) S5 FT1 P1)
LG
IV (ADDTLIST €L (FUNCTION CLERSTH) )
port strategy assures that at least one of the parent (S£1Q 9 VL)
(63 1)

W (SFTQ Y 2)
P2 (FACTOR O NIL b2S P2F)
{€ord Ls)

clauses is chosen from T or the descendant of T.

Fig. 3 shows a simple imp}ementation where the set SS F2F(COND ((EQ J 2) (ADA 1 9)(6% P2) )
(T (60 rul) ) )

corresponds to the set S-T and ST to T. P25 (AUDCLIST CU (PUACTION CLFHGTH) )

(SETQ 9 ¥1)
. N (<l 4]

3.3 The semantic resolutlon(3)(5) Wi Esm»):n

(su3 1 )
This is an effective but complicated restrictive P3O(GEIPAIR (W 3) P35 P&)

{0V LBy

p2S (RESCLVE FL (FUNCI10 CLENGTH) SUC P31 P3)

strategy. The main points of this strategy are the (600¥ 18)
P31 (AOUCLIST €1 (FUKCTION CLEFST) )
following two: (1) it divides all the clauses into two (570 9 W)
(60 M)
classes, and prevents resolution in the same class, Mot 2?52,,"(:-:?‘?1(:: :;u()~2 4 9){:0 72))
(1 (£5D Y HY{SUB 1 3){cO P3)) )
(2) it tries resolution of only a clash not to gener- S0 (PRINT (QUUTE SUCLSS))

(RETUR (PRI *HIST))
ate a redundant or an intermediate clause. Fig. b );')"l (KNG (1E1GT (QUITE L))

shows an implementation and Fig. 5 an interpretation
Fig.2, The unit preferauce strategy

and a problem. To obtain resolvents of a clash, the

algorithm by Chang and Lee(6) is used.

(SCY-0F-SUFFORT {1 FHRUA (ST $S) {PROG (3)
(16117)
(ADDCLAST ST 1)
NILIST (FACTOR ¥ NIL) 1)
LIST SS 2)

4, Conclusion

AOECLIST (FACIOR 2 NIL) 2)
A programming system for resolution theorem F) (SF1Q 0 0}
P1(conn ({fQ 9 2) {60 FAIL)) )
: : Y (7m0 1 9)
prover is described above. This kind of system is 2 (GIraIR (1 9) P25 1)
(GoLY LR)
effective in evaluations and comparisons of many P25 (RESOLVE Pi NIL SUC P21 P2 )
(cofy LB)
. . . . N . Pz} (ADULLIST €L V)
strategies. The merit of this system is high descrip- (SIS (FESI0R 1 KIL) 1)
(s r0)
tive ability which enables (1) conditional test on an SUC (PRINT (QUOTE SUCCESS) }

(RETUIE (WRIRT *11ST) )

extracted clause-pair, (2) explicit assignment of a );;m. (RETURH (PRIRT (QUOTE FAIL)} )
clause to any location in CLIST, and (3) uniform imple- ¥ig.3 The set of support strategy

mentations of various kinds of preference strategies.
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¥ig. 4, The semunlic resolution
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Fig.5, Exurn;les cf an juterpretation

and a problem
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