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A Mechanical Deductive Inference Rule Based
on Knowledge Structure

Setsuo OHSUGA*

Abstract
A deductive algorithm that will support the natural language question answering

system in a realistic environment involving a large data file is discussed together
with the basic internal form of representing knowledge and a knowledge structure. The
requirements which the deductive algorithm should meet are presented, and a new algo-
rithm is proposed.

1. Introduction

In this paper we discuss a deductive algorithm that will support the natural lan-
guage question answering system in a realistic environment involving a large data file.
The deductive processor is not only essential for a QA system to understand natural
language but very usefull because it allows the system to use general information as
well as specific information in the data file resulting in a considerable saving of
memory. There are, however, a number of requirements which the deductive processor
should meet.

First of all, since the deductive processor has relation to the internal form of
knowledge representation; and the internal form must be flexible enough to represent
the extensive meanings of words or sentences, the deductive algorithm must adapt to
the extensive internal forms.

On the other hand, the deductive processor is required to be theoretically complete.
The completeness may be assured without difficulty when the internal form is restricted
to the first order predicate; but that's not the case when the more flexible form is
used because, then, the ambiguity of the language might come into the system and ob-
scure the definition of completeness. What we can do now is develop the deductive
algprithm that is applicable to the extended internal form and shows its completeness
when the internal form is restricted to the first order predicate.

In a realistic environment involving a large data file, the deductive operation must
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be preceded by retrieval of the relevant information for deduction. The deductive
processor, therefore, must be very efficient for retrieval operation.

So far, a number of deductive processorshave been proposed in the area of question
answering and theorem proving. None of them, however, meets these requirements. We
need a’ new algorithm.

2. Basiclform of representation

To begin with, we define the basic internal form of knowledge representation of
which some extention is possible to conform to the language expression.

Let's think of an example sentence: '"Man is mortal'. Instead of representing it as
(Y x) [MAN(x)=» MORTAL(x)] as usual, we adopt a way of representing it as (V x/MAN)
MORTAL(x). Here, MAN denotes a set of entities which is a domain of the variable x,
over which the predicate MORTAL is true. Thus, ordinary ( Yx)[X(x)®F(x)] and ( 3Ix)
[X(x) 4 F(x)] are modified to ( Vx/X)F(x) and ( 3x/X)F(x), respectively, when X con-
tains the concept of a set of entities. We call these modified forms the predicate
too and define from it literals, formulas and so on the same as is done in the theo-
rem proving. This new form of representation has many interesting characteristics,
but we do not mention them here.

3. The knowledge structure

The information is organized based on the set-inclusion relationship. Many dif-
ferent sets are brought into the system by words(nouns). Every set is represented
in the system by a block of the memory words containing some data peculiar to it.
Any of the sets, other than the universe, are definable from the other set or sets
either as the subset with special property, or as the result of set operation.

Let Y be a proper subset of a set X and be characterized by a particular property
denoted here by an attribute and value pair A(V). Let it be written as Y = X*A(V).
If there is another set Y' such as Y'¢ X; and if it is represented as Y' = X*A(V')
with the same attribute as that of Y but with different value, then Y/\Y’ =95 pro-
vided V and V' have no common element. A represents the intersection of the sets.
For instance, MAN = PERSON*SEX(M) and WOMAN = PERSON*SEX(F). MAN and WOMAN partition
PERSON. By using the other attributes, the other partitions of PERSON are defined.

On the other hand, some sets are defined as the intersections of the other sets.
For instance, BOY = MANACHILD. The skeleton structure of information is organized
based on these set theoretical relations as shown in Fig.l. Then the assertions are

incorporated into the structure in such a way that the assertion containing the do-
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main X is connected to the set X in the skeleton structure. Fig.2 shows, as an ex-
ample, the case ( Yx/X)( 3y/Y)( ¥z/2)[~F(x y)V G(y z)] is connected to the sets X,
Y and Z.
4. Deductive algorithm

The deductive algorithm shown in this section is substantially the same as the
resolution principle but is modified so as to
meet the requirements mentioned before.

4.1. Lines of approach

Suppose, given a question C, that

PaBaPnecc--. AP S C -—--=(1)

where P; (i=1,2,---,n) is the assertion in the Fig.l Skeleton structure element.
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Then Eq(l) is written as P, = Bf P}é c. * Disjunction -
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Note here that the set { P‘*} is decided depen- pig.2 Incorporation of assertion
to the structure.
ding on C and is not known in advance. Let

B ={P /1i=1,2,-—--- m}.

We introduce a new concept of replacement. When a formula Pi' is given, a new
formula R‘.* as follows is called the replacement of C by PI-'. Let R be a set of
formulae such as R '{Rf/ R‘-,n Pi 'QC} , then R*CR and for any formula S, if S
implies some Ri in R then S implies R}* too.

Now, suppose Pi'= Pie P . Then, if R}* is true, C is also proved true. If we
regard ‘I".é as S in the definition of replacement, then ﬁ!q Ri*’ Thus, E’#C is
equivalent to ‘I?# R,*. This Ri* is then regarded as the new question, and this pro-
cedure is repeated. Then llgg‘% Rl"*’ ﬁ“# R}“* and so on where R'-Q* is the re-
placement of R‘-* by Pgx, and so on. If , at last, a replacement is implied by a dis-
junction-free formula; then all replacements, as well as C, are proved true.

If, to the contrary, P}’ ¢ B. , then this process will fail. As P, is the latent
set and is normally a very small fraction of all assertions in the data file, some
efficient and systematic search method must be included in this process. This is

the first problem of this approach. To obtain the replacement in detail from P and

C is the second problem.
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Both of the problems are solved by analyzing the condition of P n R® C, or equiva-
lently, from the condition of unsatisfiability of P A Rp~C.

Suppose that a formula C is given as the question and that a literal G is chosen
arbitrarily in C. Then we represent C as

C; (Qe X1 /X ) (Qez X¢a/Xcr)—==(Qer Xeo /Xer ) [H(Xg, »Xnz>===>X4s ) *C(Xj1 »X;a »===s%;p)]
where * represents either the conjunction symbol or the disjunction symbol by which
the literal G is connected to the remaining part H of C. G is used as the key literal
in succeeding one cycle in the deductive process. There are some selection algorithms
for G, but we do not mention them here. Q represents either 3 or VY.

On the other hand, every assertion is represented, without loss of generality, as

P; (Qp xp /Xp )(QF{XPL/XPL)"'(QPhxpn/xfﬂ)[F(x;,9xizt---stM)L’K(xé|!x)L’-"yxjr)]
where F is the set of literals logically connected to each other including the case of
the empty set. Fig.3 shows the condition of PARA~C being unsatisfiable. From this
figure, it is clear that in order that P is chosen to generate the replacement, K must
be the same with G; and the replacement R should be of the form

R; Qe xr /Xn1) (Qr;xn/xn)-'-(Qme/Xrﬂ'l) [~F(x,, »Xi2s===sXin ) * H(Xp, sX gy =" Xps )]
where * is the same logical connective as that of C. In the following sections,
further details are discussed.

4.2. Retrieval of relevant information

Refering to Fig.l, in particular, considering the conditions of unifiability of G,
the following conclusions are derived. (1) As the quantifiers of the corresponding
variables in P and C, only those pairs listed in Table 1 are allowed. (2) For every
pair of variables, say (x4 »xy ), such a case as Y x, precedes 3x, in the formula P
while 3 x, precedes y xa in the formula C is not allowed. We call such a case being
in circuit condition. Test of this condition is not difficult as shown later. (3)
The relations of domains of corresponding variables must be such as those shown in
Table 1. This condition is proved later.

These results show the conditions of P to be chosen as the candidate for generating
the replacement and also suggest the search algorithm of P ; because such P , if any,
is linked to the upper node in the knowledge structure to the node Xc¢i which is the
domain of the variable x¢ in C if x¢; is universally quantified(ref. Table 1).

4., 3. Replacement generation

Same as the case of the literal G, the conditions of unifiabilities of F and H are

analyzed so that the literals of the replacement are decided. (4) The quantifier of
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each variable of R should be decided so that at least one of the corresponding varia-

ble in R and P (or~C) is a universally quantified variable (we say Yy variable from

now on). If either y or j is possible, 3 is w X Y Z
0 x1 x2 x3 x4

exclusively chosen according to the definition P ~F()(:) XA x@ X3 x4 x5 x©6 XA7 x8 xg)
6(O A® ® & O | )

of replacement. (5) The order of the varia- ~C: ~G(g ‘e A o ® T '—“)
~H (80! e an
bles in the prefix of R should be decided so TN - b \
R F(e @%% &% @ H
H(G & % &)

that each J-variable comes to the rear as
(®; Y-variable, A ; 3-variable
possible as far as the circuit is not formed. -p , --»; substitution

In fact, linear ordering is too restrictive Fig.3 Unsatisfiability condition

to define the replacement. Instead, ordering Qi Qi Qri Xri CONDITION
W A4 v vV Xei XpioXei
- Xi € v 3 3 XpiNXci XpiNXcind
information is represented, for each y-variable i L A gl
VoV = (Xa XpiNXer
x, , as the set s§ of d-variables preceding it. ex ¥ 3 - (XpiDXu) A
X, € 3 3 — \Xpi XpicXei
Let Si be defined for C the same as R and let v o~ 3 Xp
X; € Y 3 - v Xpi
P - vV - YV X
S¢ be the set of all Yy-variables preceding the x€z . 3 3 x

J-variable x4 in P, then S§ 1is obtained from Sh Xsi; The domain of x. in P/C/R
Q¢ 5 The quantifier of x;, in P/C/R

and S: as either S: = 52 or S: = S§ depending on % ; P/C/R

either x4 having beeﬁ 3 -variable or V -variable Table 1.E;:ai::izzie:uigt;fieres of
in P respectively. Then, "= {S: /x4 is ¥V -vari-

able} constitutes the complete order information of R. Moreover, using this notation,
the conclusion (2) of the last section is represented as inhibition of X, € Sf and x,

€ S:to concur.

(6) Finally, the domain of each variable is obtained by rewriting Pn Rn~C, by an
ordinary set of clauses and by deciding the relation of the domains so as to meet the
requirement for unsatisfiability as well as the definition of the replacement. The
final results are shown together in Table 1.

5. Deductive process

The deductive process is to: (i) evaluate C, (ii) select a literal in C, (iii) look

for and retrieve P which satisfies the conditions (1) through (3) and (iv) generate R

and replace C by R, then back to (i).

6. Conclusion

In this paper, we have discussed only the principle of the deductive processor. We
must show that with this deductive algorithm we can expand the way of representing
knowledge preserving the deductive ability. We will discuss it in the next paper.

In order to assure the completeness, a slight modification of the algorithm from
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what has been described is necessary. Recause we do not have

discuss it too in the next paper.
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