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Probable Transition Searching System

Yukuo ISOMOTO* and Keiichi YAMAGATA**

Abstract
A graph theory and a probability theory are very useful to discuss transition

phenomena. We are interested in applying these theories to an information retrieval

system which is represented by a weighted directed graph. This paper shows its

theoretical foundation and its general property. Using the formula, we have realized

the probable transition searching system with a FORTRAN program. The system can
kefficiently retrieve the most probable sequence of events which are connected with one

another by a binary relation. If you can ideally abstract the binary relation and its

weight from a concrete object, the model is applicable to any objects in virtue of the

general technique.

1. Introduction

There are many logocal systems whose performance depends not only on the character-
istics of events but also on the relation of eventsl’az The relation is represented
by means of a graph. We are concerned here with the property of the system which
retrieves the most probable sequence of events from many possible ones and discuss how
to formulate and realize the system.

The model is represented by a weighted directed graph on the assumption of a
weighted binary relation, which is so called a transition probability in Markov
process. A typical application of this system is a search for a complex causal
relation of events. The causality often depends on the circumstances. However, the

causal relation could be discussed with statistical probabilities if neglecting the

dependence. And then these data can be treated by this system well.

2. Notation and Formula
On the analogy of causal relations, this chapter devotes to formulate the system

retrieving the most probable sequence of events in a pseudo order set. Let V be a
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finite set of events {vl,vz,...;vm} which are called vertices in a graph.
Corresponding to a causality, an I-step transition from v, to vj is denoted by a
binary relation viRvj and called an arc in a graph. vi or vj are called a successor
or a predecessor of each other. The set of all successors of vi is denoted by P(vi)
and the set of all predecessors of v, by F—l(ui). For UeV, let r(u%=43"r(vi),
F_I(U)=\&3UF_1(vi). Similar to F(vi), & subset of reachable vertices from v, after a

(3

n-step transition I'(v.) is defined as r%(v.)={v.}, I'l(v.)=I'(v.) and F”(v.)=F(Fn_2(v.))
7 < A 7 i 7 Z

s, n2 2. Moreover, a subset of all reachable vertices from v, is defined as F(vi)=

oe ~ P

U Fn(v.). The pseudo order relation is defined as v.§ v. for v &r(v.). Tr(v.) shows

nso 7 J= 1 J 1 7

us the whole of events which are connected to vi by any causal chains.

For multiple branch transitions, transition probabilities pij satisfy the condition:
veelid T 0F PyE L (2.2)

Pij depends only on the binary relation, and then the graph G(V) is a Markov chain

graph. For a transition matrix P=[pij]’ & distribution vector a(n) after n-step

transition is calculated by E(n)=a(0)Pﬁ. The initial probability is assumed to be

q3(0)=l and qi(0)=0,(i=l,2,...,3-1,8+l,...,m): v, is a source of causal chains.

We call ck a cluster if the subgraph G(Ck) is strongly connected, where k means the
equivalent class number of €. As our central problem concerns a pseudo order set,
for simplicity, we reduce a closed cluster satisfying I'(Ck)=Ck to an end vertex with
a self-loop. But the reduction of closed clusters does not affect distribution
probabilities of all other vertices.

After the reduction of closed clusters, it is enough to consider VE:E(UG) which is
composed of a transient subset V% and an absorbing subset Vé: V' = Vé + Vﬁ.

Rearranging elements of a transition matrix and a distribution vector in such order

as V% and Vﬁ, the following expressions are obtained,
P, P! |[}r *> -+ +
p=|fr T ) = [, T 1, (2.2)
0 I [Im'-r
where I is a (m'-r)x(m'-r) unit matrix.

For all paths from a starting vertex vs to an end vertex ve’ the total reachable
probability b is given by the (8,e) element of the matrix B without trying to trace
all possible paths3) : B = (I - P,i,)']?,;3 . (2.3)

If vee VI:': is an end vertex of one of causal chains starting from vs’ bse gives the

strength of causal relation between vs and ve.

Now, what is the most expectant path from vs to ve? In order to determine the most
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probable path from va to ve’ the product of transition probabilities is considered
along a path. The largest product is named the maximum transition probability ns(ve)
and its path is named the maximum transition probability path Fe(ve). Fe(ve) meens
the most probable causal chain of the paths from v, to v, ;(vs)’ b, and Fs(ve)

give us the information about the most expectant causality among events in V.

3. Computational Technique
This chapter shows efficient computational techniques for the followings:

(1) f(vs), (2) Cluster C,_ in f(vs), (3) b, for vQE‘V' and (L) ne(ve) and Fs(ve).

k E
These are the essential factors in the complex causal relation.
3.1) Reachable Set T(vs) for a Starting Vertex Vg

In order to avoid double counts of a vertex, we define the recursive formula :

Mo(vy) = v}, Mlv) = T, Mv) = W), (3.1)
A = A IAT, J(v,)), A ) = A (U ,), 22, (3.2)

¢ c . .
where An—l and {vs} are complements of An— and {vs} respectively. An(vs) is

1
composed of only vertices which are not reachable until n-step transition. An(va) is
composed of all elements in the range of n-step transitions and satisfies the

equation : An(va) =j§ofv(vs), nz 2. (3.3)
The sequence AJCAZC...C:An has an upper limit at the N-step. Thus we obtain

T(v,) = 4im 4, (05) = Ay(v,),  Ay(v,) = 0. (3.1)
If I} is used for T in eqs.(3.1) and (3.2), we obtain a set ?(vs): a transition
starting from ujeT(us) reaches Vg without exception.

3.2) Partition of Clusters and Total Reachable Probability bee

Clusters are partitioned through two steps. A vertex in a cluster must have both

of two arcs incident into and out of itself at least. Then the v, is removed from
;(vs) with its arcs if vi has no arc incident into or out of it besides a self-loop.
By repeating such a procedure, we can obtain a subset S which is composed of some
clusters and vertices having arcs inciderit into a cluster and out of another.

v, and vj in the same cluster must satisfy the relations vi;vj and ngvi, which are
equivalent to the conditions vje?(vi) and vjef(vi). Thus a cluster C is obtained as
¢ =¥ nr(v,) . (3.5)
However C is not a cluster if C has less than two vertices. Other clusters are
partitioned from the subset S'=S-C in the same way as eq.(3.5). Finally, closed

clusters are replaced by end vertices. Then P' in eq.(2.2) is obtained after the
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replacement of closed clusters and bse is easily calculated with eq.(2.3).

3.3) Transition Probabil

Maximum Tran

Consider a product of probabilities Hi(ve)=pijpj ---py, @long one of the paths

from viev% to v, ns(ve) is obtained as all ni(ve) satisfy the equation,
I.(v = LD 19 . ' = 1.
§0g) = cmax [py;m0) ), vevi, Miv)=1.  (3.6)
Eq.(3.6) is solved by the successive approximationh) as
(1) _ -1 (1) - -1
nf )(ve) = p,;, for vier (ve) and n; (ve) =0 for vier (ve). (3.7)
k _ J(k=1)

n;(v,) = dgggba[pij n; (v)]. (3.8)
H(k)(v ) means k-th epproximation of N.(v ). When H(K)(U )=H(K-l)(v ) for all v.,
i e i'e i e 1 e i

. L _ {K)
ne(ve) is obtained: ns(ve) = Ha (ve). (3.9)

The sequence of vertices satisfying eq.(3.9) is Fa(ve) corresponding to the Hs(ve).

4. Binary Date Manipulation for Sets in a Computer

Original data are stored .
in the data file as shown in (IIII)J/M&MM&MMMMMMMMM}MW.. .

/Kxxl/xxxxxxxxxx//gKKQ/YYYYYYYYYY//...

Fig.h.1. Vs r(vi) and P;j :
X IIII; Ik, a code number for an event.
are array elements with a J; I1, the number of transitions from IIII.
. . MM...M; 8A8, a message for the event IIII.
subscript t¢. They are KKK1; Ib, a code number for a successor of IIII.
XX...X; Fl10. a transition probability from IIII
transfered to the main ? to K;él. P Y
. a et 3 KKK2; Ik, a code number for a successor of IIII.
memory 1n order ol iransi- YY...Y; F10.5, a transition probability from IIII
to KKK2.

tions. The sets Xn(vs),

. Fig. 4.1 Data format in the data file
An(vs) and P(vi) are manipu-

lated by masking technique.

In Fig.4.2, v, and F(vz) are transfered to the main memory at first. The sets

1
r(vl), Al(vl) and Al(vl) are expressed with bit strings:

r(vl) : 011000... , Alévl) : 111000... , Al(vz) : 011000... .
The value 1 of a bit in the arrays means the existance of the corresponding vertex.
For example, P(vl) denotes the transition from v, to v, and Ve Al(vl) is composed of

v,, v, and v, in the range of Il-step transition. The 2nd and 3rd bits in Al(vl) denote

1’ "2 3

that 02 and 03 are new elements in Al(vl)° At the second step, the computer searches

v, and Vg in the data file according to Al(vl). P(vz) and‘T(vs) are transfered to the
main memory. Then the following values are given as, Az(vl): 00011100... ,
Az(vz)’ 11111100... , r(vz): 00111000... , r(”s)‘ 00001100... .

The 1 in the Lth, 5th and 6th bits in Ag(vl) means that Vg Vg and v, are new elements
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in Az(”z)' These procedures are iteratively executed until f(vl) is finally obtained
as AN(vl)=¢. The transition probabilities and
the messages about vertices are transfered to
the main memory at the same time as vi and P(vi).
A1l other sums and products of sets in chapter 3

[}
are also calculated by the masking technique.

5. Conclusion

We have many phenomena which can be often
simulated by probable transition processes among Fig. 4.2 A directed graph
events in a pseudo order set. This paper shows
some formulae for the probable transition searching system. FORTRAN program debugging
process is a good example for this system. A starting event vs corresponds to a
detected phenomenon about a bug in a program. vieV% are associated phenomena of the
bug or interpretations for the aid of a programmer's understanding about the bug.
veeVé is a final debugging procedure or debugging technique. The graph associated
with v, and P(vi) gives us some possible processes of the debugging. Owing to the
abstracted formula, its applications are free from the concrete meaning of the data.

This probable transition searching system can analyze a weighted directed graph
with 50 vertices in a few seconds. The short analyzing time gives us an assurance of
the practical use of this system. This system has been practically applied to the

5)

Information Service System for Program Debugging:
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