Development of a Network Flow Simulator (NESSY-1V) for

Analyses of Mass Evacuation in Case of Emergency

TosHISUKE HIRAMATSU*

An interactive network flow simulator: NESSY-IV (Net Structure Analyzing System IV) has been developed
to analyze effective countermeasures to prevent systems panic which will be caused by mass evacuation from a
downtown area after a warning of an earthquake.

A network flow model is represented by three kinds of data (relation data, node data, and modify data), by
which interactions among human flows and information flows are described and analyzed. The network struc-
ture of a simulation model is described using a set of relation data which is composed of several conditional
variables such as: node name, flow type, delay time, transition probability, threshold of flux, effective step
interval, and relation type. An initial state value and physical conditions of a node are given by node data. A
simulation model is not fixed, but the model structure is modified dynamically according to description of modify
data while NESSY-IV is running. In addition, in order to represent a drastic change of a situation, it is possible
to add some preparatory relations to a running simulation model at a prescribed time.

As a case study, NESSY-IV was applied to analyses of ““Mass evacuation from Sakae area at Nagoya City aftera
warning of an earthquake is issued”. As a result several useful countermeasures to prevent systems panic are
obtained. Consequently, it is concluded that NESSY-1V is an efficient network flow simulator for analyses of

mass evacuation in emergencies.

1. Introduction

After hearing a warning of an earthquake, the “go
home” behavior is the prevailing action for people in
a downtown area of a large city. Because of simultaneous
actions for evacuation and rushes of people to limited
places such as subway stations and bus-stops, great
confusion will be caused. Under such emergent condi-
tions, analyses for effective countermeasures to prevent
systems panic and to evacuate many people in a down-
town area safely are an urgent matter for serious thought.

The purpose of the present study is to develop a
dynamic network flow simulator which analyzes prob-
lems of mass evacuation under such emergencies as
an earthquake warning.

2. Necessary Conditions to Simulate Problems of Mass
Evacuation

In order to simulate a mass evacuation after a warning,
it is necessary to take account of various circumstances
and conditions as follows.

1. Human actions are controlled by information,
and the information is diffused by human actions. Two
kinds of flows, the mass flow (human flow) and the
information flow, (such as earthquake warnings), should
be distinguished and the interactions between the two
kinds of flows that constitute a network structure
including loops should be analyzed.

2. People are classified into several groups. Their
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modes of actions are affected by manners of informa-
tion transmission, control of action, time used for
decision making and dispersion of action. Time for
decision making is one of the operational parameters,
whose value is defined as a delay time to start action.
(A) OFFICE =employees belonging to big com-
panies and public offices.
The issue reaches the security staff—time is
required for decision making—the information
is announced—and then action starts. The
control of their actions is possible. They will
prefer, for evacuation, to use the type of trans-
portation they use every day.
(B) DEPART =shoppers or visitors to department
stores, supermarkets, theaters, etc.
Processes of issue and decision making are
similar to OFFICE. However, the control of
information and actions is not controlled.
They are not familiar with either the inside or
the outside of the buildings, and they prefer,
for evacuation, to use the type of transportation
they used to come.
(C) STREET =walkers on the street and shoppers
at stores, coffee shops, etc.
The issue is received by public broadcasting and
the information is diffused. Action is started
as soon as the information is received. There-
fore, control is almost impossible. In some
cases, actions will be started by other’s action
without any understanding of the situation,
and they are entangled with mass flow.
(D) SUBROAD =people on underground streets
and shoppers at underground



stores, coffee shops, etc.
They have little chance of contact with public
broadcasting and the announcement will reach
the security center. The information is an-
nounced through the BGM (background music)
system. The efficiency is not high and diffusion
of actions will be prevailing.
3. It is necessary to consider several cases such as:
weekday case, weekend case, and night case. The
initial distribution of persons from the four groups
(OFFICE, DEPART, STREET and SUBROAD) is
different, for each case.
4. Methods of evacuation are classified into several
groups, of which critical flux, capacity of transportation
and delay time are different for each. In addition, the
effect of reduction in transport ratio due to the regula-
tion of speed of subways and buses should be considered.

(A) FOOT =run away through a street.

The flux and capacity are determined by road
circumstances.

(B) BUS=go to a terminal and catch a public bus.
The flux will decrease rapidly with increase in
FOOT. If terminal becomes crowded, some
people arriving at a terminal will change their
minds and choose METRO or FOOT to
evacuate.

(C) CAR=go to underground parking area and

start to evacuate in cars.
The flux will decrease rapidly with increase in
FOOT. If parking becomes crowded, some
people will change their minds and choose
METRO or FOOT to evacuate.

(D) METRO=go to a station through an under-
ground passage, pass through a
wicket, enter a platform to wait,
and catch a train.

If a platform becomes crowded, some people

will change their minds and choose FOOT.
5. The following circumstances and conditions should
be considered with respect to subway stations and
stairs connecting the ground and underground. People,
intending to evacuate by subway, go to a station through
an underground passage, pass through a wicket, enter a
platform to wait, and catch a train. If a platform be-
comes crowded, some people will change their minds
to evacuate by FOOT, and retrace their steps to the
ground.

The number of people staying at platform is deter-
mined by the difference between the flow into the
platform and the flow from the platform. If many
people rush to a station in a short time, a mass level
at the station exceeds its critical capacity and a mass
panic will occur. In that case, the function of the
station stops for a while until the mass level is reduced
to a noncritical level. In the worse case, a riot developes
and facilities in the station are destroyed, and so the
station will be of no use.

In addition, it is necessary to take account of varia-
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tions such as the following: critical flux at the under-
ground, department junction to subpassage, etc., and
capacity at the terminal, stairs, etc. due to the change
of circumstances.

6. The duration of simulation is divided into several
phases, by which the change of circumstances and the
variation of external conditions is represented as:

Phase I (time=0 —T,): normal state
Phase I  (time=T,—T),): speed of traffic is reduced
Phase III  (time = T,—T3,): traffic is affected by streams

from outsides of the re-
strited area.

In addition, it is necessary to add some groups of

phenomena at a prescribed time, by which the drastic
change of circumstances (e.g. the occurrence of earth-
quake) can be described.
7. In order to simulate various situations continuously,
a simulation model should be dynamically modified
depending on the results of simulation while the simula-
tor is running. Modifications of a simulation model are
carried out as follows. If a function in a simulation
model is stopped, the function is replaced by a pre-
liminary function until its recovery, and switching the
status of the function (to sleep=to awake) are repeated
depending on the situation. In addition, if a function
is damaged and the function is of no use, the function
is substituted to an alternative function which is not
damaged.

3. The Trend of Simulation Languages for Network
Flow Problem

A considerable number of simulation languages,
that seem to be adequate to the analyses of mass
evacuation problems, are currently in use.

DYNAMO [10] is one of the simulation languages
suitable for continuous models which are usually
represented mathematically by difference equations.
In DYNAMO, the equations of the various state
variables are evaluated at fixed time intervals (DT).
This language is based on the industrial dynamics con-
cept [1], [2], which focuses on the stability of the sys-
tem and its response to exogenous factors and to
internal changes. The fundamental structure of a dy-
namic system is represented in terms of varying rates
of flow and the resultant changes in level of the state
variables. In DYNAMO, activities of enterprises are
represented by six kinds of flows (i.e. material, money,
order, personnel, capital equipment, and information),
and a simulation model is described using six kinds of
equations (i.e. level eq., rate eq., auxiliary eq., sup-
plementary eq., constant eq., and initial value eq.).
Nonlinears are included in the model through the use
of table functions, delays, boxcar train, and other special
functions. In addition, a convenient report generator
is prepared and output can be obtained in the form of
table and/or print-plotted graphs at selected increments
of time.
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It is true that DYNAMO is a useful simulation lan-
guage to deal with continuous flow problems, but the
simulation model is fixed and it is difficult to modify
the simulation model dynamically depending on the
results of simulation while DYNAMO is running.

As concerns the network flow problems, several net-
work simulation languages have been developed.

Q-GERT [9] is a typical network simulation lan-
guages. A network model of Q-GERT consists of nodes
and branches. Nodes are used to separate branches and
are used to model milestones, queues, and decision
points. Different types of nodes (e.g. source node,
statistics node, sink node etc.) are included in Q-GERT
to allow for the modelling of complex queueing situa-
tions and project management systems. A branch
represents an activity that involves a processing time
or a delay. Each branch has a start node and an end
node. Four classes of branching (deterministic; proba-
bilistic; conditional take-first; and conditional take-all)
are provided to specify activities emanating from a
node.

Items, referred to as transactions, flow through a
network of nodes and branches. Transactions originate
at source nodes and travel along the branches of the
networks. Transactions can represent physical objects,
information, or a combination of the two. Transactions
have attribute values that allow different types of objects
(or the same type of objects with different attribute
values) to flow through the network. Procedures are
available to assign and change attribute values of
transactions at the various nodes of the network.

As transactions flow through the network model,
statistics are collected on travel times, the status of
servers and queues, and the times at which nodes are
released.

Another network flow language that has been
developed is INS [11], which contains new network
programming and design concepts. INS has a dual
flow orientation where both transactions and resources
flow through the system. Resource networks are built
to represent the sequence by which resources are
assigned to activities.

As described above, Q-GERT and INS are general
purpose network simulation languages, and it may be
possible to apply two simulators successfully to the
problem of mass evacuation.

However, taking account of the following situations
such as: ease of coding of the simulation model; lan-
guage availability on other computers (portability);
degree to which language supports and different model-
ling concepts (flexibility); efficiency in the execution;
and reliability of simulation language and support
systems, it is not practical to apply a general purpose
network simulator to special kinds of problem such as
mass evacuation.

Therefore, it is preferable to develop a special purpose
simulation language which is suitable to the analyses
of mass evacuation.

In recent years, the author has developed three kinds
of simulation languages to process network causal
relations: NESSY-I, NESSY-II, and NESSY-III.

NESSY-I is a structural analyzing system for net
thesaurus [3], and is able to find broader terms, narrower
terms, and synonyms of a specified keyword. In addition,
it is also possible to search routes between two keywords,
or to detect loops passing through a specified keyword.

NESSY-II is a revised relational model simulator
which is applicable not only to a structural analysis but
also to a numerical analysis of a network flow model
[4). The process of the diffusion of issued information
on earthquake is simulated using NESSY-II [8], [12],
[13], [14].

NESSY-III is a dynamic net structure analyzing sys-
tem for causal relations, which is able to analyze net
structure including loops [6]. In addition, it is also pos-
sible to modify the structure of a network flow model by
deleting or adding some causal relations while NESSY-
IIT is running. NESSY-IIT is applied to the analysis
of the responses of individuals with respect to the
timing of earthquake warnings [8], [12], [13], [14].

4. The Principles and Basic Functions of NESSY-IV

In order to analyze a problem of mass evacuation, a
network flow simulator: NESSY-IV (Net Structure
Analyzing System IV) [5], [7] has been developed
depending on the implemental experiences of NESSY-
III.

Principles employed in the design of NESSY-IV are
as follows:

(1) NESSY-IV works in an interactive mode, and a
network flow model including multiple loops is simulated
and analyzed using interactive commands.

(2) Three kinds of data (i.e. relation data, node data
and modify data) are employed to represent the network
flow model of causal relations to be analyzed.

(3) A network flow consists of two kinds of flows:
mass flow and information flow. Mass flow and in-
formation flow are represented using two types of rela-
tion data, and the rule of mass conservation holds to
the former.

(4) Two types of output functions: a saturated type
(pipe model) and a linear type (transition probability
model) are employed to calculate the node level in a
mass flow.

(5) Relation data is represented using a set of binary
relations, by which a flow direction, delay time, transi-
tion probability, threshold of flux, effective step interval,
and type of output function are described.

(6) There are three kinds of nodes (i.e. general node,
monitor node and dummy node), in which the former
two nodes are given by users and the third one is gener-
ated automatically by NESSY-IV in order to adjust
delay time between two nodes.

(7) In order to monitor the status of a node, condi-
tional variables (level, inflow, and outflow) are printed
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for monitor nodes while NESSY-IV is running,.

(8) Each node has information on its modify type,
node level, inflow threshold and two level thresholds
(upper and lower), by which causal relations are modified
while NESSY-IV is running.

(9) Besides an activation and a cut function of causal
relations, a switching function (to sleepe2to awake)
of binary relation and sequential activation of some
binary relations is also possible.

(10) A relation table and a hashing technique are
employed for the representation of relation data and
fast word processing respectively.

(11) Programs are coded mainly by FORTRAN for
portability.

5. Implementation of NESSY-IV

NESSY-1V is composed of one main FORTRAN
program, 73 FORTRAN subroutines and three assem-
bler subroutines (totals about 3,300 lines and occupies
203 KB (byte) of memory), and uses facilities offered
by FACOM M-200 OS IV/F4 TSS. About 500 nodes
including dummy nodes and 1,200 binary relations
can be stored and analyzed at a time. A network flow
model of NESSY-IV is represented by three kinds of
data: relation data, node data, and modify data as
follows.

5.1 Relation Data

A network flow model is defined using two types of

relation data as follows.

(1) (A>B (T, P, Phase No., TYPE))
A level value of node A is transfered from node A4
to node B depending on a specified delay time 7T, P
and TYPE. This type of binary relation is used to
express ‘“‘mass flow” between node 4 and node B,
where the rule of mass conservation holds.

(2) (A=B (T, P, Phase No., TYPE))
A level value of node 4 is copied to node B depending
on a specified delay time 7T and transition probability
P. This type of relation is used to express “informa-
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tion flow” between node A and node B, where no
rule of mass conservation holds.

Here, the meanings of variables employed in the above

two expressions are as follows:

A and B are node names expressed by alphanumerical
characters including blanks. A node name prefixed
a letter “+«” (e.g. “*STAIR1”) is a monitor node.
For monitor nodes, in order to collect statistical
data, several conditional variables: level, inflow,
and outflow etc., are printed at prescribed time
interval.

T shows a delay time to move from node 4 to node B.

P shows a transition probability for TYPE=I, or a
threshold of flux for TYPE =2. The details of output
function expressed by TYPE=1 or TYPE=2 are
described in the section 5.5 Calculation of Node
Level”.

Phase No. shows a step interval during which the
relation is effective. The relation between Phase No.
and a simulation time is shown in Fig. 1. Phase No.
has fifteen kinds of integer values (0, 1, 2, ---, 10,
20, 88, 99, 100), and the meanings of fifteen values
are as follows.

0: effective at all stages.

1-10: effective at respective stages preset by an interac-

tive command “PH(¢,, #,, * - -, t,0)”-

to be activated at preset time *‘¢,”’, which is pre-

scribed using an interactive command “Plz,”.

Phase No. is changed from 20 to zero after activa-

tion.

conditional activation. Phase No. is changed

from 88 to zero after activation.

conditional sleep—awake. Phase No. is changed

from 99 to 100 after a relation is awaked.

100: conditional sleep <zawake.

TYPE shows a linear type of output function for
TYPE=1, or a saturated type of output function
for TYPE =2, of which details are shown in Fig. 9.
Two types of binary relation data expressed in a form

(1) or (2) are represented using a relation table as shown

in Fig. 2. The relation table consists of nine areas:

NODEI, NRELA, NODE2, T, P, Phase No., TYPE,

20:

88:

99:

Phase No. [>PIt,] Preset by input data. (¢,, 25, *, fo, t10)
(|> tl, ’lz r{: l tls t tioc — Time
1 2 K I 9 10 —— Phase No.
Fig. 1 Phase No. and Time.
NODEY NRELA NODE2 T P Phase No. TYPE IFLAG PROB.
hash () . s) hash (0, 1) (0.1,2,-) 0,1,2,--| finear active rate of
value 1,9 value 9,10,20, {1) (-1) P.
1~ 2096 ) 88,99, Faturate sleep
1~ 4096 100 (2) (0)
KP -] cut
(1+14)
1200

Fig. 2 Relation Table.



Development of a Network Flow Simulator (NESSY-1V) for Analyses of Mass Evacuation in Case of Emeregncy 5

IFLAG and PROB. NODE1 and NODE?2 are used to
store hash values obtained from node names (4 and B)
using a hash function. Two operators, “>" and “=",
are converted to two integer values 1 and 9 respectively
and stored in NRELA area. Four parameter values:
T, P, Phase No. and TYPE are stored in areas 7, P,
Phase No. and TYPE respectively. IFLAG is used to
store a status of binary relation (— 1 =active, 0 =sleep,
and r,=time when the relation is cut). The PROB.
area is used to store the transition probability P (for
TYPE =1) or the ratio of threshold of flux P to the total
flux from one node (for TYPE =2). Each area has 1,200
words, therefore 1,200 binary relations are processed
at a time.

5.2 Node Data

Node data is used to define an initial state and
physical conditions of a node. The expression of a node
data is as follows.

A (MDTYPE, LEVEL, LTI1, LT2, VT)
Three variables (LTI, LT2, and VT) are employed to
prescribe the physical conditions of a node. Relations
among four variables (LEVEL, LTI, LT2, and VT)
are explained using a schematic of a node shown in Fig.
3, where three kinds of conditions (level overflow, level
underflow, and variation overflow) are expressed as:

1. level overflow —LEVEL>LTI,

2. level underflow—LEVEL <LT2,

3. variation overflow—inflow within the unit time

>VT.
The meanings of the six variables employed in the
expression of node data are as follows.
A shows a node name described in the relation data.
MDTYPE (Modify Type) shows the type of a node.

There are five kinds of MDTYPE (0, 1, 2, 3, and 4),

by which the manner of relation cut or sleep is defined

in respect of node A4 as shown in Fig. 4. The meanings
of five values are as follows.

0=no change.

1 =inflow relations to 4 are cut if level overflow or

variation overflow occurred.

2 =outflow relations from A are cut if level overflow

or variation overflow occurred.

3 =both inflow and outflow relations of A are cut if

level overflow or variation overflow occurred.

YTT' ::\’ LTl
il 7/

%

Fig. 3 Schematic Representation of a Node.

KA KK

X ---- cut, =--- sleep

Fig. 4 Cut and Sleep of Relations Due to Five Modify Types.

4=inflow relations to A sleep if level overflow or
variation overflow occurred.

LEVEL shows an initial state value of 4. The default
value of LEVEL is zero.

LT1 shows the upper threshold level to give a decision
of relation cut or relation sleep.

LT2 shows the lower threshold level to give a decision
of relation awakening.

VT shows the threshold value to the increase of inflow
within the unit time to give a decision of relation cut.
Node data is represented in memory using a HASH

TABLE and NODE TABLE as shown in Fig. 5. A node

name is converted to a hash value (1~4,096) using a

hash function. An address of NODE TABLE (1~

6,000) is stored in an area of HASH TABLE indicated

by the obtained hash value. If the HASH Table area

indicated by the obtained hash value is occupied (i.e.

if a collision occurred), an unoccupied area of the HASH

TABLE is searched circularly by adding a unit to the

obtained hash value. NP is a pointer which indicates

a head address of unused area in the NODE TABLE.

Detailed information of the NODE TABLE is shown

in the right part of Fig. 5. Hatched areas in the upper

right corner are preset by node data and the other areas
are used in the calculation of level value while NESSY-

IV is running.

The NODE TABLE has 6,000 words, therefore 500
nodes including dummy nodes can be stored at a time,
if 12 words are used to store one node on the average.

5.3 Modify Data

If one of the conditions of level overflow, level
underflow, and variation overflow occurred, the struc-
ture of network flow model is modified depending on
the five types of modify data. Expressions of modify
data and representations of modify data in memory are
shown as follows.

(1) (A/A, B, C, D)—Cut of binary relation.

If level overflow or variation overflow occurred in

node A, inflow relations or outflow relations of 4, B,

C, and D are cut depending on the value of MDTYPE

(modify type) of node 4.

(2) (A+A, B, C, D)—Activation of binary relation.

If level overflow or variation overflow occurred in

A, both inflow relations and outflow relations of

A, B, C, and D, of which Phase No. are 88, are

activated. Phase No. of activated relation is changed
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,-07| LEVEL node level
71| MDTYPE modify type
2111 I> level threshold 1
3| LT2 |>1evel threshold 2
4| VT |> variation threshold
5| flag I> overflow time
6 | increment > + level
7 | decrement [> - level
8| inflow l» + level/at-- variation
check
9 n}» character no.
10 (1~40)

.

N ODE
— N A M][!node name

\xE [ )
NP —>

node data

Fig. 5 Hash Table and Node Table.

from 88 to zero and the relation is effective through
all phases.

(3) (A4%A, B, C, D)—Sleep of binary relation.

If level overflow occurred in node A, active inflow
relations of 4, B, C, and D, of which Phase No. are
100, are slept, whereas if level underflow occurred in
A, sleeping inflow relations of 4, B, C, and D, of
which Phase No. are 100, are awaked.

(4) (A#A, B, C, D)—Awakening of binary relation.
If level overflow occurred in node A, sleeping inflow
relations of 4, B, C, and D, of which Phase No. is
99 or 100, are awaked, whereas if level underflow
occurred in A, active inflow relations of 4, B, C, and
D, of which Phase No. are 100, are slept.

(5) (4> B, C, D, E)—Sequential activation of binary

relation.

If level overflow or variation overflow occurred in
node 4, a node whose Phase No. is 88, is searched
from left to right as: B-»C—D—E. If an unover-
flowing node is found, both inflow relations and
outflow relations of the node are activated. The
Phase No. of the activated relation is changed from
88 to zero and the relation is effective through all
phases.

HEAD MODIFY AREA
1 E—
2 >
Ly
hash - (——\\_\
value ™ hash
value
20 —_>

1 2 3 L} 5
Fig. 6 Head and Modify Area.

Here, 4, B, C, D, and E represent node names that are
described in relation data.

Five types of modify data are represented in memory
using a set of areas (i.e. HEAD and MODIFY AREA)
respectively as shown in Fig. 6. Initial values of HEAD
and MODIFY AREA are zeroes. If modify data (e.g.
(A/A, B, C, D)) are given, hash values are obtained
from four node names (i.e. A, B, C and D) using a hash-
ing function: f, (node name), and stored in HEAD
and MODIFY AREA as follows.

HEAD(1) =f,(4),

MODIFY AREA (1, 1)=f,(4),

MODIFY AREA (1, 2)=f,(B),

MODIFY AREA (1, 3)=£,(C),

MODIFY AREA (1, 4)=£,(D).

5.4 Generation of Dummy Nodes

A lag between two nodes 4 and B is expressed using
a delay time (7T') in relation data. If T is greater than or
equal to a unit, 7 dummy nodes are generated by
NESSY-IV automatically. For example, following two
binary relations: (4>B (3,20,1,1)) and (4>B (2,
80, 1, 1)) are converted as shown in Fig. 7. Here, seven
binary relations are generated. In respect of the first
two binary relations: (4> Z000 (0, 20, 1, 1)) and (4>
Z003 (0, 80, 1, 1)), a delay time is zero and a transition
probability is a given value (i.e. 20 and 80 respectively),
while for the other binary relations, delay time is a
unit, and transition probability is 100. In order to give
a unique definition of node names, the name of dummy
node is represented using the letter “Z* and three digits
(000~ 999), thus 1,000 dummy nodes can be generated
in a simulation.
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(1,100,1,1)

dummy nodes : 2000 ~ 2999

Fig. 7 Generation of Dummy Nodes.

5.5 Calculation of Node Level

Calculations of level variation of nodes are continued
till time =, repeating two steps (step 1 and step 2) as
shown in Fig. 8, where the final time of simulation (z,)
is given by an interactive command “TLt,”. Because of
generation of dummy nodes, there are only two kinds
of delay time (i.e. zero and unit) between two nodes.
Step 1 and step 2 deal with binary relations of which
delay time is zero and unit respectively. Calculations in
step 1 and step 2 are carried out as follows.

Step 1: In respect to binary relations with delay time of
zero, a level variation of a node is calculated
depending on level value and P (transition
probability or threshold of flux) until total
variation converges to zero. After an iteration
is completed, level overflow, level underflow
and variation overflow are checked. If time =1,
NESSY-IV stops, or goes to step 2.

Step 2: Once for each binary relation with delay time
of unit, a level variation of a node is calculated
depending on level value and P (transition proba-
bility or threshold of flux). After executing step
2, a unit time advances, and returns to step 1.

The amount of level variation of a node is calculated
from node level and P. The obtained level variation is
increased or decreased to each node level. For example,

Time Step
0 0 (step 1)
+1 (step 2)
1 0 (step 1)
+1 (step 2)
2 0 (step 1)
+1 (step 2)
3 0 (step 1)
+1 (step 2)
’ 0 (step 1)

Fig. 8 Sequences of Execution.

the level variation for the following two binary relations

is calculated as:

(1) (4> B (T, P, Phase No., TYPE)): the rule of mass
conservation holds.

For the case of TYPE =1, the mass flow is calculated as

follows:

A+ 1)=AG)—AG)*p, B(i+1)=B()+ A(i)*p.
Here, p is a rate of P to the total flow from node A.

For the case of TYPE=2, the mass flow (dv) from
node 4 to node B is calculated as follows:

if A(()=ZP then dv=P(i),
else dv=A(i)*P(i)/ZP,
A(i+1)=A@()—dv, B(@+1)=B(i)+dv.

Here, P(i) represents the value of threshold of flux from

node 4 to node B. A schematic representation of output

function for TYPE=1 and TYPE =2 is shown in Fig. 9.

(2) (A=B (T, P, Phase No., TYPE)): no rule of mass
conservation holds. Here, parameter TYPE has no
meaning except for TYPE=1.

AG+1)=A(0), B(+1)=B3)+ A(i)*p.

Generally, different results of simulation are obtained
if the order of calculation of binary relations is different.
In order to obtain unique results of simulation, inde-
pendently of the order of calculation of binary relations,
it is necessary to separate a calculation of level variation
in step 1 and step 2 into the following two parts.

(1) In both step 1 and step 2, increments and

decrements of level variation in each node are

AG) A@)

L PG)

p—

OQUTFLOW

—
OUTFLOW

(a) Transition Probability (Type=1) (b) Pipe Model (Type=2)

Fig. 9 Schematic Representation of Output Function for Type=1
and Type=2.



accumulated using an increment area and a
decrement area shown in Fig. 5.

(2) Thereafter a node level is calculated using a
value of level variation which has been ac-
cumulated in an increment area and in a decre-
ment area.

Separating a calculation into two parts (i.e. an ac-
cumulation of level variation and its calculation) as
described above, level values of each binary relation
have been calculated at the same time, by which a unique
result of simulation is obtained independently of the
order of calculation of binary relations. In step 1, the
calculation is continued in respect of binary relations
for delay time of zero until a level variation converges
to zero. Here, the criterion of convergence concerns not
with binary relations as “4=B" but with binary rela-
tions as “A>B”. The iteration in step 1 completes
when the amount of absolute value of level variation
converges to zero.

5.6 Interactive Commands

NESSY-IV is an interactive simulator for a network
flow model, which works under a TSS mode of FACOM
M-200 OS IV/F4. A simulation is carried out using
conversational commands as shown in Table 1, where
commands and their functions are given. Commands
are composed of one or two command letters (e.g.

Table 1 Commands and Functions.

Commands Functions
1. DM Dump modify data
DN Dump node data
DR Dump relation data
2. E Terminate an execution of the
NESSY-IV
3. G Start on a simulation
4. 1 Initialize the NESSY-IV

5. Melement name Read modify data (sepcified by

element name) from a file

6. Nelement name Read node data (specified by element

name) from a file

7. PH (¢, 1, -+, t10) Set phase interval using ten integer
values 7,
Plz, Set an interrupt time (¢,)
8. QC Querry terminal time and an interval
time for monitoring
QN Querry informations on nodes
QP Querry phase interval data
QR Querry the state of used system
resources.

9. Relement name Read relation data (specified by

element name) from a file

10. TLt, Set a terminal time (z.) of a simulation
TM¢, Set an interval time (¢,,) for monitoring

T. HIRAMATSU

DM, E, QC etc.) and arguments follow if necessary.
In Table 1, “element name” (cf. command M, N, or R)
represents an element name in a partitioned organiza-
tion file. A concrete example of conversation is shown
in the paper [7] which deals with the study of ““the mass
evacuation from downtown area after an earthquake
warning” [8].

6. Summary and Conclusion

In order to analyze effective countermeasures to
prevent systems panic which will be caused by mass
evacuations from a downtown area after an earthquake
warning a network flow simulator: NESSY-IV has
been developed. Simplicity in the description of network
flow model, flexibility in the modification of network
flow model during a simulation run, and efficiency in
the execution are major characteristics of NESSY-IV.
A network flow model for mass evacuation is represented
by three kinds of data: relation data, node data, and
modify data, by which interactions among two types of
flows, i.e. mass flows and information flows, are de-
scribed and analyzed.

Relation data is used to define characteristics of flow
between two nodes such as: type of flow (mass flow or
information flow); delay time; transition probability
or threshold of flux; step interval during which the flow
is effective, or characteristics of flow; and a mode of
output function applied to the flow.

Node data is used to prescribe the physical capacity
of a node using three parameters (upper threshold,
lower threshold, and inflow threshold), by which changes
of conditions in a node such as: level overflow, level
underflow and variation overflow, are represented. In
addition, a node has a parameter on a modify type which
indicates the manner of modification for the simulation
model.

Modify data is used to prescribe the way in which the
simulation model is modified due to the changes of
conditions occurred in a node.

As a case study, NESSY-IV is applied to the simula-
tion: ‘““Mass Evacuation from Sakae Area at Nagoya
City after an Earthquake Warning”, from which several
countermeasures to prevent systems panic are obtained
[8). From these results, it is concluded that NESSY-IV
is an effective network flow simulator for the analyses
of mass evacuation in case of emergency.
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