A Variable Selection Procedure for
Two Stage Least Squares Method
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The variable classifications based on the characteristics of the two stage least squares (2SLS) and scientific
knowledge of the research field lead to the derivation of meaningful and just- or over-identifiable subsets from a
set of all possible included predetermined, explanatory endogenous and excluded predetermined variable can-
didates specified for an explained endogenous variable. The j-th best subset is defined as the one which is mean-
ingful for the research, is just- or over-identified, passes the criteria set for the signs and/or magnitudes (of
values or absolute values calculated by linear functions) of estimated coefficients, the Basmann over-identifiabili-
ty restriction test, the Durbin-Watson serial correlation test, the absolute relative error and the turning point
tests for estimated observations, and has the j-th highest adjusted coefficient of determination. The first to the J-
th best subset, for example, J= 10, can be chosen from all possible subsets in one computer-run by the package

OEPP.

1. Introduction

In general, if N non-constant explanatory variables
for an explained variable are completely optional, the
number of all possible subsets is 2¥—1. If N is large,
2¥—1 becomes a quite large number. The author [9]
pointed out that before estimation, all possible subsets
are divided into a group of meaningful subsets and a
group of meaningless subsets from the viewpoint of a
research field in question. A meaningful subset means
one which (i) is derivable from a given set of variable
candidates (called candidates from here on) specified
for an explained variable, (ii) has only candidates
necessary for an equation which is reasonable for the
research but (iii) never has unnecessary candidates. The
derivation of all possible meaningful subsets is quite im-
portant, especially for social sciences like economics.
2SLS introduced by H. Theil [12] and R.L. Basmann
[1] requires the classification of included predetermined
candidates (called included candidates from here on),
explanatory endogenous candidates (called endogenous
candidates from here on) and excluded predetermined
candidates (called excluded candidates from here on) to
derive all possible just- or over-identifiable (called iden-
tifiable from here on) subsets [7]. Accordingly, a
variable selection procedure for 2SLS depends on the
derivation of all possible meaningful and identifiable
subsets from a given set of all possible included, en-
dogenous and excluded candidates specified for an ex-
plained endogenous variable (called an explained
variable from here on). The classification of all possible
included, endogenous and excluded candidates based
on the information from a research field and
econometrics enables a computer to derive all possible
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meaningful and identifiable subsets.

The author would like to formulate the variable selec-
tion problem for 2SLS. The package OEPP [10] design-
ed for socio-economic analysis and forecasting can han-
dle the variable selection procedure to be proposed.

2. Derivation of All Possible Meaningful and Just-or
Over-identifiable Subsets

The information necessary for variable classifications
is usually obtained from theories, field surveys, ex-
periments, empirical studies and so on. The author [9]
pointed out that candidates can be classified into 8 basic
groups in order to derive only meaningful subsets. The
8 basic groups are (i) absolutely important (or forced or
core), (i) optionally important, (iii) exclusively impor-
tant, (iv) gradually important, (v) exclusively optional,
(vi) gradually optional, (vii) completely optional and
(viii) fixed ones. Let us postulate that variables or can-
didates are loaded through a functional form like
y=F(X) into a computer and X is a set of explanatory
and instrumental candidates which are classified on the
basis of the information from a research field and
econometrics.

Furthermore, we assume that absolutely important

candidates are enclosed within / . . . /, optionally im-
portant candidates within ( . . . ), exclusively impor-
tant candidates within¢/ . .. /), gradually important
candidates within{++ . . . +),{(+ ... +)or(+ ...
+ 4, exclusively optional candidates within
(*...*), gradually optional candidates within
(—— ...—= ) {—...—Yor{(—...——), fixed

candidates within (. . .) and completely optional can-
didates freely in a functional format. Nested variable
classifications, which can be handled by the OEPP, are
occasionally seen in applications but can be reduced to
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the 8 basic variable classifications. Thus, the candidates
in the X of y=F(X) are separated from each other with
these symbols in addition to a comma or a blank to deri-
ve meaningful subsets. The meanings of 8 kinds of basic
variable classifications are summarized in Table 1.

In addition to the above variable classifications, the
variable selection problem for 2SLS requires that all
possible candidates be classified into (ix) uniquely in-
cluded, (x) non-uniquely included, (xi) endogenous and
(xii) excluded candidates for the derivation of all iden-
tifiable subsets. A uniquely included candidate is defin-
ed as one which could appear only in the equation at
hand but never appears in any other equations and
identities in a simultaneous equation model (called a
model from here on). On the other hand, a non-unique-
ly included candidate is defined as one which could ap-
pear in the equation at hand and does appear in at least
one of the other equations and identities in a model.
Thus, a uniquely included candidate cannot be used as
an excluded candidate, when it is not chosen as an in-
cluded candidate in a subset. However, when a non-uni-
quely included candidate is not absolutely important, it
can be used as an excluded candidate even if it is not
chosen as an included candidate in a subset. Of course,
if a non-uniquely included candidate is absolutely im-
portant, it can never be used as an excluded candidate.
Therefore, we add non-absolutely-important and non-
uniquely (abbreviated as NAI & NU from here on) in-
cluded candidates to a group of all possible excluded
candidates and enclose them within ’. . .’ to distinguish
them from all possible excluded candidates. When we
derive only meaningful and identifiable subsets, we ig-
nore subsets which (i) possess the same candidate not on-
ly as an included candidate but also as an excluded can-
didate or (ii) do not possess at least one of the NAI &
NU included candidates enclosed within ’. ..". We
postulate in y=F(X) that (i) all possible included and
endogenous candidates are considered to explain the
behavior or movement of an explained variable, (ii) a
set X' of all possible included candidates which are
classified is entered first in a functional format, (iii) a set
Y of all possible endogenous candidates which are
classified follows X', (iv) a combined set X? of all NAI
& NU included candidates and all possible excluded can-
didates which are classified follows Y, and (v) X', Y
and X2 are separated by a colon (:). Then, y=F(X) can
be written as y=F(X":Y:X?).

Let us give a simple example. DB is an explained
variable, @C, DBI1 and Y are included variables, BPP,
BPLP and BFP are endogenous variables and Y1, DP1,
DP2, DPLI1, FP, FP1, BPI, PP and PLP1 are excluded
variables, where @C stands for a constant term. Then,
the following format can be used for 2SLS:

DB=F(@C, DBI, Y: BPP, BPLP, BFP:
Y1, DP1, DP2, DPLI, FP, FP1, BP1, PP, PLPI)
M
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Table | Variable Classifications for the 2SLS Method by Functional
Format y=F(X':Y:X? in Case of Three Candidates A, B

and C.

Names Classifications ~ Selection of Candidates

Absolutely /A,B,C/ () A, B, C.

Important

Optionally (A, B, C) (1)A,B,C; (2) A, B; (3) A,

Important C; (4) B, C; (5) A; (6) B; or
mc.

Exclusively (/A,B,C/Y (1)A;(QB;or(3)C.

Important

Gradually (++A,B,C+) (DA,B,C;(2)A,B;or(3)A.

Important (+A,B,C+)or

(+C,B, A++)

Exclusively (*A,B,C* (1)A;(2B;(3)C;or

Optional (4) Empty (no selection).

Gradually (——A,B,C—) (DA,B,C; (2 A,B;3)A;or

Optional (—A, B, C—) or (4) Empty.

(~C,B,A—~)

Completely A,B, C (DA,B,C; (2 A,B;(3) A,

Optional C; 4 B,C;(5 A;(6)B; (D
C; or (8) Empty.

Fixed (D, E) For instance, if B=(D, E)
above, all B’s must be
replaced with D, E.

NAI & NU ’A, B, C’ If all or some of A, B and C

Included are not selected as included

Predetermined candidates, they must be
selected as excluded ones.

Constant @cC Always selected, if any.

Term

Footnotes: (1) NAI & NU stands for non-absolutely-important and
non-uniquely. (2) y=explained variable, X'=set of included can-
didates, Y=set of endogenous candidates, X *=set of excluded and
NAI & NU included candidates. (3) X', Y and X 2 are classified by the
above rules. (4) Candidates A, B and C can be expressed with at most
8 alphanumeric symbols (and minus time lag numbers in parentheses
like HLWK(—2)). (5) Candidates in a functional format are
separated from each other by a blank, a comma, /, ¢, ), {/, /), {(+,
(H+, +0, 4, (5, %), (—, (——, =), ==, (,),:or’. (6) For
example, AA=F(@C/BC/D (+E, E(—1)+): FG(/I(I1, 12)/: ¢J,
K)‘D’/L, M, N, PQ/). (7) OEPP can handle nested variable
classifications.

The estimated equation of format (1), which is over-
identifiable, is expressed as follows:

DB=a,+a,DB1+a,Y+a;BPP+a,BPLP+aBFP (2)

where a;’s stand for coefficients. The excluded variables
in format (1) do not appear in equation (2), although
they are used for the calculation of coefficients. When
all of the included, endogenous and excluded variables
in format (1) are completely optional candidates and all
of the included candidates are uniquely included ones,
equation (2) is one of 14,020 possible identifiable
subsets, where we have

3 9

223 (3> >, (9):14020.

=t \l/) m=1\m
However, it is rather rare to use excluded candidates in
a combinatorial manner. Let us assume that (i) all ex-
cluded candidates must always be used for the calcula-
tion of meaningful and identifiable subsets, (ii) DB1 is a
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completely optional and uniquely included candidate,
(iii) Y and BPP are absolutely important candidates and
(iv) BPLP and BFP are optionally important can-
didates. Then, the following format can carry the above
assumptions:

DB=F(@C, DB1/Y: BPP/{(BPLP, BFP):
/Y1, DP1, DP2, DPLI, FP, FPI,
BP1, PP, PLP1/) 3)

All excluded candidates must be treated as absolutely
important, from the viewpoint of econometrics,
because they are always used for the calculation of
coefficients. Format (3) can generate and estimate the
following 5 equations in addition to equation (2) (by a
command):

DB=b,+b,DB1+b,Y + b;BPP+ b,BPLP 4)
DB=cy+c;DB1+¢,Y +¢;BPP +c,BFP ®)
DB=d,+d,Y+d,BPP+d;BPLP+d.BFP (6)
DB=e,t+eY+e:BPP+e;BPLP (@)
DB=fy+/Y+/f.BPP+ f,BFP ®)
where bi's, c¢'s, di's, e's and f;'s stand for coefficients
and all excluded candidates Y1, DP1, . . ., PLPI are us-

ed as instrumental candidates for each of equations (2)
and (4) to (8) which are over-identified. Needless to say,
the order of candidates in each of 3 econometrically-
classified groups of format (3) can be changed. For in-
stance, the following is equivalent to format (3):

DB=F(@C/Y/DBI: (BPLP, BFP)/BPP:
Y1, DP1, DP2, DPLI, FP, FP1,
BP1, PP, PLP1/) ®)

Let us examine equations (6) to (8). Regardless of
whether included candidate Y is a uniquely or non-uni-
quely included candidate, Y must not be included in the
group of excluded candidates in format (3), because Y
is absolutely important. However, if DB1 is a non-uni-
quely included candidate, equations (6) to (8) are
estimated without excluded candidate DB1 which
should have been used. To allow DBI to be selected as
an excluded candidate for equations (6) to (8), we add
*DB1’ to the group of excluded candidates in format (3).
The following format is suitable for this case:

DB=F(@C/Y/DBI: (BPLP, BFP)/BPP/:
'DBI’/Y1, DBP1, DP2, DPLI, FP, FPI,
BP1, PP, PLP1/) (10)

Exactly the same equations as equations (2) and (4) to
(8) derivable from format (3) can be estimated from for-
mat (10). However, equations (6) to (8) derivable from
format (3) are estimated with excluded candidates Y1,
DPI1, ..., PLPI but without DB1, whereas the cor-
responding equations derivable from format (10) are
estimated with excluded candidates Y1, DPI1, ...,
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PLPI1 and DBI. If ’DBI’ is replaced with DBI in for-
mat (10), 9 equations are estimated, because DBI is
treated as a completely optional instrumental can-
didate. They are (i) equations (2), (4) and (5) whose ex-
cluded candidates are Y1, DPI1, ..., PLPI1 without
DB, (ii) equations (6) to (8) whose excluded candidates
are Y1, DPI1, . . ., PLP1 without DBI and (iii) equa-
tions (6) to (8) whose excluded candidatesare Y1, DP1, . . .,
PLP1 and DBI.

It should be kept in mind that all possible excluded
candidates cannot always be treated as absolutely impor-
tant ones. For instance, suppose that excluded can-
didates W1, W2 and W3 have the following relation:
W3=WI1+W2. If all of W1, W2 and W3 are treated as
absolutely important candidates, all meaningful and
identifiable subsets cannot be estimated, because of the
multicollinearity among W1, W2 and W3. In this case,
for instance, (/(W1, W2)(W2, W3)(W1, W3)/) can be
used. The candidates in each of the three pairs are used
as excluded candidates.

Thus, it is possible to derive all possible meaningful
and identifiable subsets from a given set of all possible
included, endogenous and excluded candidates for an
explained variable, regardless of research fields.

3. The Variable Selection Problem for the Two Stage
Least Squares Method

Here, we formulate the variable selection problem
for 2SLS. We treat the case of N (cross-sectional) units
(e.g., regions, firms, industries, classes or plots) and T
observation times, where N=1, T=1 and NT>1. We
assume that y stands for an (N7 X l)-vector of an ex-
plained variable, X' stands for an (NT X K )-matrix of
all possible included candidates including a constant
term, Y stands for an (VT 'X L)-matrix of all possible en-
dogenous candidates and X? stands for an (NTX M)-
matrix of all NAI & NU included candidates and all
possible excluded candidates. y is expressed as { yi(1),
»(1), .. D), .. (T, yAT), ..., yMT)}',
where y,(¢) stands for the datum of an explained
variable of unit n at time ¢ for lsn<Nand 1=¢t=<T.
Furthermore, let (X}, Y;, X?) stand for the i-th mean-
ingful and identifiable subset derivable from (X', Y,
X?) and satisfying X!NX?=@, A, and B; stand for the
coefficient row vectors of X! and Y,, respectively, and
K, L; and M; stand for the numbers of candidates in X/,
Y: and X7, respectively. We can express the i-th mean-
ingful and identifiable subset as follows:

y=XiAl+YB tu an

where u ~ N(0, ¢*I) stands for a disturbance term and
X?is used in the first stage of the estimation by 2SLS.
Now, we formulate the j-th best subset problem for the
variable selection problem of 2SLS as follows:

Find subset(X!, Y;, X?) from a given set (X', Y, X?)
of all possible included, endogenous, and excluded can-
didates specified for an explained variable y and
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estimate coefficient vector (A4;, B;) such that

M

(In
(D)

aw

V)

VD

(VID

subset (X!, Y) is meaningful from the view-
point of a research field in question,

subset (X!, Y;, X?) is just- or over-identifiable,
subsets X! and X? satisfy X!NX?=@ and
X:i=(X!, X? includes all predetermined can-
didates in a model or X? includes the excluded
candidates which a researcher intends to use in
the case where all predetermined candidates in
a model cannot be used,

(4;, B) must be calculated by the following:

[J/] X'x! X'y, -1
B! —[Y{X,‘ Y:X,(X,-'X,»)"'X/YJ

Lt o]
YIX(X!X) 'X!y
with the asymptotic variance-covariance matrix
XX XY, -
> [Y; X! YIX(X!X)"'X! Y,]
where
yi=XA!+YB!, e=y—y,
s=ele/(NT-K—L),
Ci=(A,, B)) satisfies the following magnitude
condition (including the sign condition), if
necessary:
DiC! +|DiC! | + | DiCl | = d),
D\C!+ |DCl £ | DACY | <d},
and/or
dysD\C! + |DiCl | £ | DiCl ) =d}
l=sh=H (13)

where D}, for k=1, 2, 3 stands for a known row
vector, d) and d5 stand for a lower bound and
an upper bound, respectively, |D§C/| for
k=2, 3 stands for the absolute value of D},C!,
¢+’ stands for ““+”’ or “—"’, and ‘““="’ and
“<” stand for ““>”’ or ““=”’ and “<”’ or
““<”, respectively,

the following Basmann over-identifiability
restriction statistic is not significant at a level of
F test specified by the researcher [3]:

(12)

for

Fy—1, NT—K,—M,

where
a, =By, V) {I-X!
1y iy=1y s . — By

(1, —B)y, V) I-X,

X (X! X)™'X! Wy, Y)(1, —B)
the following Durbin-Watson statistic DW,; is
significant at a level specified by the researcher,
only when N=1, T=6 and K+ L,—1=<20 ([5],
[6], [13]): in a just-identifiable case,

(VII)

(IX)
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T T
DW::Z{én(t)'—én(’—l)}z/zéil(t)z (16)
=2 =1

where &,(f)'s are the elements of ¢, i.e.,

é,-,.(t)zy,,(t)—yi,,(t) for
1=t=sT

l=snsN
an

and

and
in an over-identifiable case,

T T
DW=T] {éf,(t)—a.(t—lw/z &7 (8)
=2 =1

where &,(f)’'s are the elements of
E={1-XX!X)"'X! )y, V), —B) (19)

¥ with elements y,,(?)'s satisfies the following
absolute relative error test, if necessary:

100X | &in(t)/yu(t)| = w1 for y.(£)#0 (20)
and

|7ul)| =ws for y.()=0 P3))
for l=sn=<N and 1=t=T

where wi(%) and w, are specified by the resear-
cher,

¥ satisfies the following turning point test, if
necessary:

if (i)

{yu(O) = yu(t —t)H yalt+ 1) —ya(1)} <O (22)
and (ii-1)
100X Min[| { yu(&)—ya(t— )} /y(D)],

H yn®)—yult+ )} [yaO) 12 01

for y.(t)#0 (23)
or (ii-2)
Min[|y.(z—8)|, |y(t+1)|1Z 02

for y.()=0 (24)
then (iii)
{yu(O)—yu(t— )N i) — Finlt — 1)} >0 (25)
and (iv)
{ Yt + 1) =y Pin(t + ) —Fi)} >0 (26)

(@forl=nsN,3=T,2stsT—landt=1in
the case where no lagged explained variables are
included in X/,

() for 1=n=N, 2T+1sT, 1+ Tist=T—T;
and t,=T; in the case where only one lagged ex-
plained variable, whose time lag number is 7,
is included in X/, or
(©forl1=n=N,2T+1=T,1+tst=T—1for
all t,=1, 2, ..., T; in the case where two or
more lagged explained variables are included in
X! and T, stands for the maximum time lag
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number among the time lag numbers of the lagg-
ed explained variables, where v,(%) and v, are
specified by the researcher and special attention
should be paid to the type of time series or
longitudinal data (annual, quarterly, monthly,
etc.),
and

(X) (Ai;, B) shows the j-th highest adjusted
coefficient of determination defined by RR;:
RR=Max {0, 1 —(1—R)(NT—1)

/(NT—K,—L)) 27

where
Ri=1—(y—3)' (y—y)/(y—YE)' (y—JE) (28)
J=y'E/NT and E=(, 1, 1, ..., 1)’ with
dimension (NT X 1).

Let us explain the above problem briefly. Conditions
(I) and (V) depend on whether or not information from
a research field is available. Condition (II) implies a
necessary condition 1 < L;< M, for estimation by 2SLS.
Condition (III) guarantees that subsets X! and X? do
not have the same predetermined candidates and all
available excluded candidates are used for the estima-
tion by 2SLS. Condition (IV) shows formulae to
calculate coefficients and their asymptotic variance-
covariance matrix by 2SLS. Condition (VI) implies that
if the over-identifiability restriction hypothesis of the i-
th meaningful and over-identifiable subset is not re-
jected at a specified significance level, we accept that
over-identifiability. Condition (VII) checks whether or
not a disturbance term u has autocorrelation only when
time series data are used. In the case of y.(¢) #0, condi-
tion (VIII) checks whether or not each observation y,(f)
is estimated within the tolerance interval [(1— w))y.(?),
(14+w)y.(t)] by pi(t). Condition (IX) is a useful
criterion, when a model having lagged endogenous
variables is used for the final test or forecasting. Condi-
tion (X) measures a goodness of fit. Conditions (I), (V),
(VD), (VII), (VIID) and (IX) are called discrete criteria or
pass-or-fail criteria. However, the last condition (X) is a
continuous criterion. Thus, it is possible to rank by
RR/s the meaningful and identifiable subsets which
pass all discrete criteria applied from conditions (V) to
(IX).

Accordingly, if a researcher does not need to apply
any additional criterion, the best subset is defined as the
one which (i) is meaningful, identifiable and estimable
with 2SLS, (ii) satisfies all discrete criteria applied from
conditions (V) to (IX) and (iii) has the highest adjusted
coefficient of determination. However, if a researcher
needs to apply a new criterion or if he does not know ap-
propriate criteria for the tests in the above problem, he
should solve the first best subset problem to the J-th
best subset problem (e.g., /J=10) in one computer-run
(by the OEPP) and then find the ultimately best subset
among the best J subsets through the new criterion or
through comparing them by himself. Finally, we regard
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the (ultimately) best subset as an approximate solution,
which can be regarded as a pragmatically best subset, to
the variable selection problem for 2SLS.

4. An Example

We would like to demonstrate the proposed variable
selection method by estimating an agricultural produc-
tion function of Cobb-Douglas type with the data of
Japanese agriculture from 1964 to 1979. Let us in-
troduce the following variable notations: LY=log
(agricultural outputs), LL=log (labor), LKA =log
(KA)=log (animal capital), LKP =log (KP)=log (plant
capital), KM =machinery capital, LK =log
(agricultural capital)=log (KA+KP+KM), LKR=log
(adjusted agricultural capital) =log (KA +KP+KM=xR),
R=an estimated use rate where 0=sR =1, LQ=log (in-
termediate goods and services), LAX=log (A-X)=log
(cultivated acreage minus abandoned and damaged
acreage), LCAX=log ((A-X) adjusted by a cropping in-
dex of rice), LRFI=log (real farm income), LR-
RPP =log (real producer price of rice), LRWRPF=log
(real wage rate of farming), LWIQ=log (wheat import
quantity), DVCS=dummy variable where normal or
hot summer=0 and cold summer=1, TT=time trend
and @C =constant term.

We assume that (i) an explained variable is LY, (ii)
@C is always needed, (iii) DVCS is a uniquely included
and completely optional candidate, (iv) TT is a non-uni-
quely included and completely optional candidate, (v)
LL, LK, LKR, LAX, LCAX and LQ are endogenous
candidates, (vi) LL is absolutely important, (vii) LK
and LKR are exclusively important, (vii)) LAX and
LCAX are exclusively important, (ix) LQ is completely
optional, (x) LWIQ, LRFI, LRRPP, LRWRPF,
LRFI(—1), LKA(—1) and LKP(—1) are excluded can-
didates and (xi) all excluded candidates are always used
for the estimation, implying that they are treated as ab-
solutely important, where candidates LRFI(—1),
LKA(—1) and LKP(—1) indicate candidates LRFI,
LKA and LKP with time lag number 1, respectively.
The above assumptions concerned with candidates can
be compactly expressed as follows:

LY=F(@C, DVCS, TT:
/LL/{/LAX, LCAX/>{/LK, LKR/)LQ:
*TT’/LWIQ, LRFI, LRRPP, LRWRPF,
LRFI(—1), LKA(—1), LKP(—1)/) (29)

"There are 32 meaningful and over-identifiable subsets in

format (29). No meaningful and just-identifiable
subsets exist. Since there are 16 non-constant can-
didates, the number of all possible subsets is
2'8—1=65535. Hence, 65,503 subsets are meaningless,
under-identified or unnecessary for the research.

We set the following conditions in order to check
for and avoid unusual subsets: (i) a free sign (implying
that a sign is not determined before estimation) for
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@C, positive signs for TT, LL, LAX, LCAX, LK,
LKR and LQ, and a negative sign for DVCS, (ii) 0.1
<LL=0.5, (i) 0.1<LAX+LCAX=<0.6, (iv)
- 0.1<LK+LKR=0.5, (v) 0.1<LQ=0.3, (vi) 0.9<LL
+LAX+LCAX+LK+LKR+LQ<1.1, (vi) 5%
Basmann over-identifiability restriction test, (viii) 5%
Durbin-Watson serial correlation test (we accept an in-
conclusive case by a researcher’s subjective judgement),
(ix) 1% absolute relative error test, (x) at least 90% of
all turning points defined by at least 19% slope must be
adequately tracked, and (xi) the minimum adjusted
coefficient of determination is 0.7, where the variable
notations in (ii) to (vi) imply their coefficients.
Although the sign conditions are redundant in this ex-
ample, they are introduced to reduce the computer’s
checking time. The land factor is emphasized in (iii),
but the intermediate goods and services factor is less em-
phasized in (v). Unusually decreasing or increasing
returns to scale in the agricultural production is
checked and removed by (vi). Statistical tests are (vii)
and (viii). (ix) requires that estimated observations be
within +1% of actual observations. The 1% slope of
(x) defines the less steep slope of a V-shape or A-shape
turning point. (xi) prevents a roughly fitted equation
from becoming the best subset, even if it passes all
discrete tests.

When we required the best 2 subsets, the following 2
equations were obtained in about 2 seconds CPU time
by the FACOM M-380 (about 23 MIPS): as the first
best subset

LY =1.02060+0.02050+TT+0.29453+«LL
(1.5096) (0.00670) (0.13251)

40.56189+LCAX +0.14859«LKR
(0.19503) (0.04217)

RR=0.9295, SD=0.0191, BS=1.845,
DW=3.066, REV=3, EPV=7 (30)
and as the second best subset

LY=1.52587+0.02377+«TT+0.38004+LL
(3.9021) (0.01004) (0.21431)

+0.43625«LAX+0.14625+«LKR
(0.51614) (0.06656)

RR=0.8553, SD=0.0274, BS=1.619,
DW=3.203, REV=3, EPV=7 31)

where numbers in parentheses, RR, SD, BS, DW, REV
and EPV stand for asymptotic standard derivations of
coefficients, adjusted coefficient of determination,
asymptotic standard deviation of a disturbance term,
Basmann statistic, Durbin-Watson statistic, number of
endogenous candidates and number of excluded can-
didates, respectively, and all available excluded can-
didates LWIQ, LRFI, LRRPP, LRWRPF, LRFI(—1),
LKA(—1) and LKP(—1) are used for both (30) and (31).
The sum, 1.00501, of the coefficients of candidates LL,
LCAX and LKR in (30) implies almost constant returns

195

to scale in the agricultural production, while the sum,
0.96254, of the coefficients of candidates LL, LAX and
LKR in (31) implies slightly decreasing returns to scale.
We cannot find any good reason that (31) is better than
(30), so that we decided to choose (30) as an agricultural
production function of Cobb-Douglas type estimated
by 2SLS.

5. Summary

The proposed variable selection procedure, which
utilizes both knowledges of econometrics and a research
field, may be useful to find a solution to the variable
selection problem for the two stage least squares
method. The j-th best subset problem was formulated
for the variable selection problem. The (ultimately) best
subset of the first (to the J-th) best subset problem(s) is
exactly the same as the equation obtained by loading,
estimating and evaluating all possible equations one at a
time until a researcher finds the best one. The procedure
may be able to save time, labor and other resources like
paper and electricity and improve the quality of applied
research.
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