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Abstract: This work discusses the development of a dialogue control component for Hitachi automatic
telephone operator. The proposed dialogue control component uses a number of strategies that define
clearly how the system manages the flow of information while interacting with the users. A spoken
language corpora has been developed, by recording 100 calls from 10 users who are from the
population that the system is intended to serve and who did not receive any training and instructions on
how to use the system. This corpora allowed us to more understand the system’s environment, how the
users interact with the system, and the users behaviors and expectations, and to evaluate the efficiency
of the adopted control dialogue strategies. Performance measures for assessing the efficiency of those
strategies include mainly dial completion rate, users confusions rate, help messages access rate, and
barging rate. As a whole, the dialogue control component has contributed considerably to the
improvement of the efficiency of the system. Even thought some strategies should be improved, since
they have lead the system to provide inefficient service in some situations.

Key words: Voice-activated automatic telephone operator, Dialogue control strategies, Spoken
language corpora.
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1. Introduction

A well-designed user interface is essential to a successfu! application. Such an interface can
overcome many of the limitations of the current technology to produce a successful outcome from the
user's point of view, even when the technology works imperfectly. A poor. user interface can render a
system unusable. Particularly, spoken dialogue systems can be more efficient and cooperative by
including robust dialogue control components. The dialogue control component is the component in a
system that manages the flow of information between the user and the system.

A number of voice-activated automatic telephone systems have been developed
[1.2,3,4,5,6,7]. There have been two major focus in designing such systems. The first focus is to design
systems that have high speech recognition performances. The second focus is to reduce the cost of
using the systems. However, they use simple and/or poor strategies to manage the flow of information
between them and the users. Hence, their abilities to provide cooperative and efficient services are very
poor and limited. Consequently. the users are not satisfied with the way those systems interact with
them.

In this paper, first we introduce Hitachi Voice-activated Telephone Operator. Then, we
discuss the development of the dialogue control component of this system. To manage the flow of
information, the dialogue control component uses a number of strategies. In addition, we discuss the
development of a spoken language corpora which has allowed us to more understand the system’s
environment. Finally, we evaluate the efficiency of the proposed dialogue control strategies, using the
data collected in the corpora, and outline the issues that will be tackled during future works.

2. Overview of Hitachi Automatic Telephone Operator

The system [1,2] incorporates speaker-independent isolated word speech recognition
technology. The vocabulary size is around 1000 words. Each person in Hitachi Central Research
Laboratory (HCRL) may call another person solely by saying his/her department and/or name. Once the
callee’s department and/or name are identified, the system looks for his/her telephone extension
number and establish automatically the appropriate telephone connection.

Fig. 1: Block—diagram of Hitachi Automatic Telephone Operator
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A block-diagram of the system is shown in the Fig. 1. The speech recognition server consists
of a speech analysis process, HMMs (Hidden Markov Models) recognition process and the dialogue
control component. The HMMs-based recognition server has been implemented on a commercialized
WS (workstation) and a DSP (Digital Signal Processing) module. The server is connected to a PBX
through a telephone interface controlled by a PC {personal computer).

The early version of this system included a poor dialogue control component, since it uses
simple and poor strategies to manage the user's interactions. Hence, the system'’s ability to provide
cooperative and efficient services was very poor and limited. The dial trials of the early version of the
system showed that poor dialogue control component has developed incomprehensible dialogues
between the user and the system, a low dial completion rate, a high user confusions rate, and a high
barging rate. The need for a robust dialogue control component to enhance the efficiency of the system
is therefore unquestionable. ‘



3. Dialogue Control Strategies

The dialogue control strategies define clearly how the system manages the flow of information
while interacting with the users. The following sections discuss the adopted strategies, namely the
directory structure strategy, the service-starting strategy, the help messages contents and control
strategy, the feedback and confirmation strategy, the time-out strategy, and the input expressions
strategy. Several other strategies will be discussed in future works, once they are finalized and
implemented in the system.

3.1 The Directory Structure Strategy

The directory contains information about each person working in the HCRL, such as the
family name, the first name, the department name, and the telephone extension number. In addition, for
some persons, mainly some researchers, there may be special messages. That is, if a user attempts to
call a researcher who went abroad for a visiting research position, the system automatically prompts a
special message stating that the callee is abroad right now. Moreover, the directory contains a list of
some old names of departments which do not exist right now. Such departments have been renamed,
removed or split after some restructure or reforms steps. The transcript in the Table 1 shows how the
system handles such old department names.

Table 1: Old Department Name Handling

User: fIEEY X 7 ABFFRER

System: BLAD H T A, M 27 ATFFHIE
VNFATL TR FAGFHEEICEL Y Z LA
VNFRAT L TR TFAHFEHLDENTT 2,

3.2 The Service-Starting Strategy

A brief welcoming prompt to the service followed by a prompt telling the user to say the word
“HELP", at any point of the dialogue, after the beep sound, if he/she does not know how to use the
service. The novice users are expected to access the help messages, to learn further how to use the
service, at different points of the dialogues.

Then, the system prompts a message asking the user to say the department name of the
callee, ortheword [ B ¢ A ] or [ 5%\ ], if he/she does not know or remember the callee’s
department name. The transcript in Table 2 shows the messages prompted once the service starts.

Table 2: Prompts once the Service Starts

System: b5 LItVIFAF L F IR FAGFRIEDOEHREMA <L — 2 TF,
System; fEv 5itb 36 % vBEIE, [~ANT] EBLro TSN,
System: HFEDFEZ LD €, TREA DD L & L,

[PBhFEA] EBELe o TS,

3.3 The Help Messages Contents and Control Strategy

An optimal system should be able to provide the option of accessing the help at any point of
the dialogue, to offer automatically the help whenever the user’s behavior suggests that it is needed,
and to allow the user to leave the help at any time since he/she may not need to listen the entire help
messages.

The strategy used in this system consists into allowing the user to access the help at any point
of the dialogue, by simply saying the word “HELP”. The user can leave the help at any time by simply
saying the word “STOP”. In addition, in order to allow the user to listen the help messages as many
times as he/she wants, the system continues to re-prompt them until he/she says the word “STOP”. The
table 3 shows the contents of the help messages prompted to the users.



Table 3: The Help Messages

1 22 6BHEFES DIEC T TEKATEA Yy =TI T,
2 DAy E—Jit [HELP] ¢Bol v b, nOoTBHCCEFTEET,
FoRTECEEIC12 [STOP) B LvoTFE LV,
3 MFEOFTB e ABET, ZHieEHELET,
4 E—TEeBHEICE > TH5, BELATE, €3 T%0E, HathiFti,
5 BEZIZz3R, [R—]. [d0—]. 205EeEoLebinL ik, WEETF S,
Fh, DoBPRLWLIICHTHEET &,
6 HHEDAy =, BBVIERBELS 20, [E0Ed] ddvid [vni] tBolroTFEN,
7 CATESEAZRDES,

3.4 The Feedback and Confirmation Strategy ‘

The feedback and confirmation strategy adopted in this work consists into not waiting the
confirmation of the user to execute the following step. That is, once the user says an input, the next
system’s prompt includes the system’s interpretation of the input and what he/she should do or say. For
example:

Step 1: System: HIFOFE ¥ &5 €0 TR LS L VHEEH,
[ hEHA] BLero T L&,

User: v/ FX74 7 ¥ X7 AGFEE

Step 2: System: VL FA 74 T2 X T AFHED L TT 2

The system’s prompt includes the speech recognition result of the user's input, and, in the same time,
asks the user to say the name of the callee. If the user detects an error or he/she is not satisfied with the
system’s interpretation of his/her input or with the system’s impending actions on his/her inputs, then
he/she may say the word [EWw ¥ 3] or [\ 2], to express his/her dissatisfaction and therefore
brings back the dialogue into the previous stable stage, which is the step 1.

3.5 The Time-out Strategy

During the interaction with the user, the system often asks the user to say an input, such as
the callee’s name or the callee’s department. However, the user may not say any input while the system
is waiting.

In order to allow the system to be able to take control of the conversation during such a
situation, if within four seconds the user did not say any input, the system prompts again the same
message. The system gives the user three chances. If he/she did not say any input after three chances,
the system prompts a message informing the user that the conversation will be stopped, and is going to
connect him/her to a human operator to find out what is the problem.

3.6 The Input Expressions Strategy

A number of user's inputs expressions can be accepted and recognized by the system. For
example, to say the name of a callee, the user may say the name followed by {EA. S AL BET,
andfor {T¥. BEWwLIT. BEW . The actual strategy for input expressions is simple. A more
efficient system should include a robust natural language processing component that can recognize a
wide variety of user’s input expressions.

3.7 Example of Dialogue
The transcript in the table 4 shows an example of dialogue with a novice user who did not
receive any instructions on how to use the system. The example has been recorded during the dial trial.

Table 4: Transcript of an Example of Dialogue

System: C b5 IFVNFAF 4 TR F AHEEBDERKEA ~L—2 T,
System: EV FitH2 52055412, [~ANT] EBLeoTLE,



System: fFOFEE &5 €, BRI LD 6 £ gL,
[P Y EEA] EELeo TSN,
User: Y/ FX 74 72X 7 ABFES,
System: X 74 N A FAFBHEOLENTT B,
User: ~1 7,
System: (* The system prompts the help messages *)
User: 2 } v 7, (*After listening twice the help messages, the user said the word
“STOP” to stop the help messages *)
System: X 7o BN FAFREEBDIENTT 2,
User: Z1 g7,
System: & 7 —fF, HFEOHFEE LS €, FiE1 b5 L v igdit,
[ ECA) EBELro TS,
User: YA FX 747 >R 7 ABFFEES,
System: YA FXF oA TR FAFERLOLENTT D,
User: #RSABE L ZT, '
System: #R T A,
User: /21y,
System: 2L E VW E LIy L4BFELTFEV, 5,

4. Data Collection: Spoken Language Corpora

The collection of spoken language corpora is an important research area and represents a
significant portion of the work in developing a spoken language system. Progress in spoken language
understanding is closely linked to the availability of spoken language corpora.

To build such a corpora, we asked 10 users to use naturally and freely the system, without
providing them any training and instructions on how to use it. We have recorded 100 calls -10 calls per
user-, which constitute the contents of the spoken language corpora.

4.1 The Speech Recognition Rate

Table 5 shows the speech recognition rate of the first version of the system used to build the
spoken language corpora. The speech recognition rate is more than 70% and the baseline recognition
rate is around 91%. The speech recognition rate is relatively low because the number of the inputs out
of vocabulary is high and the environment, such as the telephone line, is noisy. But we believe that this
rate is acceptable for building the first spoken language corpora and evaluating the first version of the
system.

Itis important to notice that the number of user's inputs out of the vocabulary is relatively high.
This is because the lack of spoken language corpora while designing the system. We believe that with
the availability of spoken language corpora, the next version of the system will be able to identify further
inputs expressions. And, consequently, the speech recognition rate of the system would improve
considerably.

Table 5: The Speech Recognition Rate

Vocabulary size : 132 Words Correct recognition rate :70%
Total number of inputs 5122 Miss-recognition rate > 30%
Miss-recognition Out of the vocabulary rate 1 20%

- Pure miss-recognition : 13
- Out of the vocabulary : 24
Correct recognition ;85 Baseline recognition rate :91%

4.2 The Recorded Calls Status

This corpora allowed us to identify new user’s inputs expressions which we did not identify
them during the development of the system. In addition it allowed us to evaluate the efficiencies and
inefficiencies of the system while interacting with the users. Hence, based on this study, the future
versions of the system will tackle all the problem that have lead the system to provide in some



occasions inefficient services. The status of the 100 recorded calls of the 10 users is shown in the Table
6. We expect that as more calls are recorded, our understanding of the system environment and how
the users interact with the system, will improve; and consequently the system’s efficiency will improve
considerably. -

Table 6: Recorded Calis Status

Number of Users: 10

Number of succeeded calls (10 calls per user) : 65 calls succeeded, 35 calls falled
Number of inputs expressions not supported : 15 expressions

Number of times the users were confused : 19

Number of times the users attempted to access the help : 16

When the first attempt to access the help took place : During the 3rd call (Average)
Number of times the users spook inputs during outgoing prompts : 8

5. Evaluation and Future Works

5.1 New User’s Inputs Expressions

While analyzing the above spoken language corpora, Table 6, fifteen new user’s inputs
expressions have been identified. Table 7 contains some new identified inputs expressions. The current
version of the system does not support those expressions and therefore cannot recognize them. The
number of those expressions is relatively high for this application, automatic telephone operator. This is
due to the lack of spoken language corpora while designing the system, to the limited number of inputs
expressions recognized by the system, and to the limited vocabulary size. The next version of the
system will attempts to reduce the numbers of the user's inputs out of the vocabulary. This can be done
by recognizing new inputs expressions, by including new words in the vocabulary, and by carefully
designing the prompts and the help messages so that the user becomes more instructed on how to say
his/her inputs and what inputs expressions can be recognized. In addition, by using advanced
techniques, such as word spotting, to detect key words in the user’s inputs the number of inputs out of
the vocabulary can be significantly reduced.

Table 7: New inputs expressions

1-2&, [[BE]. [2=v 8], [AZ]/

2- [BE) D [2=v }5]

3 [z=y +E] D [AE)

4- [%5] » [AF]

5 [BE] +{Letv, LedhEEi/

6- i + [BrEd, #EI/

7- (&) + [2=v +&] + [T BEVLET. BE/
8 [a=y trE) + [TH BHELET BE

9- i+ [[8E]. [A&])

10- [[BE]. [AZ]] + (Lezv, Ledbh i/
11- (e, #5) + [([BES. [2=2 FE]. [AE)] + (v, BE. BEHLEF/
12- [#) + [8) + [TF. B, BEALET

13- [AZ] + B4

14- (20, €5 TTF+ [BE ., BH LT/

15- (T Bo TEHA

5.2 Prompt Talk-through

The technology used to develop the system does not allow prompt talk-through. That is, it
does not give the users the ability for the speech recognizer to understand spoken inputs during
outgoing prompts. Therefore, the users must say their inputs after the prompts are over.

While designing the system, the contents and locations of the prompts were carefully



designed so that the users do not attempt to say their inputs during outgoing prompts. [n addition, each
prompt is followed by a beep sound indicating to the users that they may start saying their inputs.
However, the above spoken language corpora shows that eight times the users attempted to
talk during outgoing prompts. We consider that this number, eight times, is low for one hundred
recorded calls. Hence, this indicates that the prompts are almost well designed.
The analysis of the eight calls where the prompt talk-through took place shows that during the
outgoing of two prompts some users attempts to speak. Those prompts are:

Prompt1: CL 52V NFAF 4 7R 7AFERDHEBXRF~NL—5TF,
BEVTRODPELCEEMR, [~ T] EBLeo TS,
(Once this prompt is over, some users attempt to say the word [~ 7], even though they did not hear the beep
sound)
Prompt 2: JHEDFB 2 &5 €, IR H 5 % 411,
(Once this prompt is over, some users attempt to say the department name, even though they did not hear the
beep sound) '
[PPYECA] EBELwo TS AEZ L,

Prompt 1 misled some users since it is telling them to say the word help whenever they need
help, without indicating that they must speak after the beep sound. Also, Prompt 2 misled some users
since it is telling them to say the department name, without indicating that they must speak after the
beep sound. Hence, the next version of the system will attempt to find out how those prompts should be
improved in order to not mislead the users and therefore reduce the possibilities of prompt talk-through.
For example, by including, in the service- starting prompts, a new prompt which indicates clearly that
the users should speak after the beep sound.

5.3 The Confusion of the Users

The spoken language corpora, Table 6, shows that nineteen times the users were confused
during the one hundred recorded calls. We believe that this number is acceptable and does not affect
considerably the efficiency of the whole system.

Mainly, three reasons have allowed to develop situations during which the users were
confused. First, some users could not know how to express their dissatisfaction with the system’s
interpretation of their inputs or impeding actions on that inputs. Even though, the help messages
indicate clearly how the users can express their dissatisfactions. Second, some users do not know how
to get out from situations where the speech recognition process fails several times to recognize
correctly their inputs. Third, some users could not understand why the system is attempting to call a
person whom they do not want to call; and they could not know how to stop the outgoing attempt dial.

Consequently, as a future work, the system will attempt to tackle those problems. For
example, the users will be allowed to stop an incorrect attempt dial, by the system, by pushing any
button on the phone. On the other hand, the system will attempt to automatically prompt particular help
messages in particular situation to help the user to accomplish successfully his interactions.

5.4 The Prompts

Once the recording of the calls of a user is done, we had a conversation with him/her about
the system. A number of users had informed us that the prompts used by the system are relatively
lengthy. That is, they have to wait until those lengthy prompts are over to start saying their inputs. For
example, once the user pick up the phone to use the operator, they have to wait untit the service-
starting prompts are over to start saying the department names. Hence, it would be more efficient to
allow those users, who do not want to hear again those prompts, to stop them and therefore bypass
them and progress directly to the next step. To provide more efficient service, the next version of the
system will attempt to allow the users to stop any prompt and bypass it , by solely pushing any button.

5.5 The Help Messages

The analyze of the 100 recorded calls allowed us to more understand how to design and
control the help messages. That is, the designer of the system should define clearly what is the
contents of the help messages, how the user can access the help messages, how to stop the help
messages, how to make the user knows that there are help messages, whether or not there are



particular help messages for each step in the dialogue, how to prompt the help messages, for example
once a help message is prompted, allow the user few seconds to assimilate its contents before
prompting the next message. In addition, it is important to define carefully the contents of the help
messages in such a way that-the user can identify easily what are the capabilities and limits of the
system.

The help messages of the current system do not show clearly what are the capabilities and
the limits of the system. For example, they do not tell the user what type of inputs expressions can be
identified. On the other hand, the user have to say several times the word “STOP"” to stop the help
messages. This is because of the failure of the system to recognize correctly the word “STOP”. It would
be more effective, for example, to allow the users to stop the help messages by saying the word
“STOP" or pushing any button on the phone.

In addition, some users had forgotten the existence of the help messages. Because the
system tells them that they may say help whenever they need help, only when the service starts.
Therefore, a number of users forget such information as the dialogues go on. As a remedy; it would be
better to automatically prompt the help messages once some errors and/or problems occur. Moreover,
it would be more effective to prompt only the help messages that concern the current step of the
dialogue.

5.6 Future Works
The following is the summary of the issues that will be tackled during our future works.
1. The coverage of more inputs expressions and words out of the vocabulary.
2. The reduction of the situations where the users may be confused and/or misled.
3. The development of a technique to allow the users to bypass or stop the prompts.
4. The improvement of the help messages contents and control strategy.
5. The improvement of the speech recognition performance.
6. The building of a large spoken language corpora using the improved version of the system.
7. The evaluation of the efficiency of each proposed strategy and the whole system.

6. Conclusion

In this work, we have proposed a number of dialogue control strategies for Hitachi voice-
activated automatic telephone operator. The strategies intend to control efficiently the flow of
information between the users and the system. To evaluate the efficiency of the strategies, we have
build a spoken language corpora, which, in addition, has allowed us to more understand the system’s
environment. As a whole, even though, the speech recognition rate of the system is relatively poor, the
strategies have contributed considerably to the improvement of the efficiency of the services, and
consequently to the dial completion rate. However, some strategies need to be improved, during future
works, since they have lead the system to provide inefficient services in some particular situations.
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