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Neural Net Equatlons with Competltlon and
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Abstract—— The stereo vision neural-net equations, known to process a depth perception, are ap-
plied to speech recogmtlon We use a recently developed three layered neural net (TLNN) equatlons with
competition and cooperatlon for stereo vision . We use a Gaussian PDF to represent memorized data. of
each phoneme in our memory, and the similarities of an input phoneme with respect to- ‘the memorized
ones were calcula.ted The TLNN equatlons are applied to.the similarities with best 5 hypotheses among
24 kinds of phonemes . The average rates for speaker independent recognition are 78.05 % for 216 word
database and 78.94 % for 240 word database by TLNN equatlons which are compared to 71.56 % and
72.37 % by Hidden Markov Model(HMM), respectively .
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1. INTRODUCTION

Recently, many studies have been conducted for
improvement of large vocabulary continuous speech
recognition . There are two main trends in the art.
One is to develop good acoustic models, such as
triphone models with mixed Gaussian distribution
and/or with tree based clustering models . The
other is to reduce perplexity by using language

_models, such as n-gram and context free grammar

It was reported recently[l] that improving the
acoustic models is much more effective than reduc-
ing perplexity; the improvement in word récogni-
tion rate achieved by increasing phoneme recogni-
tion by merely 1-2 % corresponds to the improve-
ment achieved by decreasing perplexity as much as
10-20% .

We applied stereo vision neural-net equations,
known to process a depth perception, to speech
recognition . - In the stereo vision, the two-
dimensional images of a 3-dimensional object are
captured at two different points, left and right
eyes . The local disparities(or similarities) be-
tween the two 2-dimensional images are input to
the neural-net equations with competition and co-
operation, whereby a clear depth perception can be
obtained[2,3,4,5] . In real life speech recognition,
it is considered that characteristic features of each
phoneme are stored in our memory through daily
life training and input speech data are compared
with the memorized data to estimate their similar-
ities(or disparities) for each phoneme .

We use a recently developed three layered neu-
ral net(TLNN) equations for stereo vision[4,5] to
process similarities among phonemes . When the
equations are applied to phoneme recognition, it
develops competition arong similarities of differ-
ent phonemes and cooperation among neighboring
frame variables, and a so-called winner-take-all pro-
cess selects a specific phoneme as a recognized one,
beating others down to zero . We used a Gaus-
sian probability density function(PDF) to repre-
sent memorized data of each phoneme in our brain,

and the similarities of an input phoneme with re-"

spect to the memorized ones were calculated . The
simulation was performed for Japanese phoneme
database[6,7] . It was found that the neural-net
equations gave a clear recognition to each phoneme

.. Astraining data, we used 4000 words recorded by
10 different speakers and 500 sentences recorded by
6 different speakers . We run recognition. tests by
using 10 dimensional MFCC coefficients and their
‘derivatives . The recognition rates was greatly

raised when' each phoneme was divided into two

parts, before and after the mid flame position of a
phoneme, and the respective similarities were calcu-
lated separately. The TLNN equations are applied
to the similarities with best 5 hypotheses among 24

kinds of phonemes . The average rates for speaker
independent recognition were 78.05 % for 216 word
database and 78.94 % for 240 word database by
TLNN equations which were compared to 71.56 %
and 72.37 % by Hidden Markov Model(HMM), re-
spectively ..

2. TLNN-EQUATIONS WITH
COMPETITION AND
COOPERATION

The recently developed algorithm by TLNN
equations has been successful for stereoscopic depth
perception . Figure 1 shows that depth perception
is successfully achieved with a dynamic process of
competition and cooperation to treat the images
coming from left and right eyes .

Right

Figure 1: (Top) Pair of random-dot stereograms
presented to the left and right eyes. (Bottom) 3-
dimensional image of the random-dot stereograms
viewed by the present neural net model

In the present paper, as a nueral net equations
we employ TLNN equations for speech recognition
to process the similarities between the characteristic
features stored in our memory and the input speech
from our ears . The TLNN equations are given as

€a(t) = — €2(5) + £(62) 1)

. where £;(t) is a time-dependent neuron activity
and f(x) is a well known as sigmoid fuction given by

() = tanh(w(mz— M)+1

(2)

fa= - 6% + g(a2) +g(£%) 3)

where g(u) is a function given by

+={u,u>0

g(u) = 0,4 <0 4)
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where A,B,D,w,h are positive constants which
have to be chosen appropriately .

Figure 2: Three layered structure for TLNN equa-
tions

‘@8 receives not only similarity A% but also in-
fluence of neighboring neuron activities £2 . In
equation (5), the second, third and forth terms in
ol are referred as the input, competitive and co-
operative terms, respectively . The second term
describs an similarity of input data at u-th {rame
to a certain phoneme /a/, the third term in o rep-
resents a competition with activities £’ (af # a) of
other phonemes and the forth term means. a co-
operation of the neighboring frames in the same
phonemes . In ), 4, the summation indices
run over the disparity search area(DSA) defined as
a—as <= al <= a— a, with the restriction a/ F a .
In EZ;':_-Z"-I the summation indices run over the co-
operation area(CA) defined as u —1 <= u/ <= u+l
with the restriction w/ # u . The neural network
for these equations has a three layered structure as
shown in figure 2 . v C

To understa,nd the qualitative feature of t}le equa-
tions, consider equilibrium: solution = f2=£3=0
. Equations (4)(5)(6) are written as

2= f(g(a2) + 9(€2)) (6)

In figure 3, the curves of y = { and y = f(g(o)
+ g(¢)) are shown for changing value of aj from
positive large one, (a) down to small positive value
(e) . The solutions are given by the intersection of
the two curves . If a2 decreases from (a) to (e),
the solution maintains approximately £2 = 1 until
it reaches to the value of (d) . On the contrary, if
a2 increases from (e) to (a), approximately {5 = 0
solution is maintained until it reaches to the value
of (b) . From this fact we obtain two conclusions .
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Figure 3: Curves of y = ¢ and y = f(g(e) + g(€))

(1) For large a, ¢ has high v_alﬁe(a.pproximately 1)
while it has low value(approximately 0} for small o

(2) The solution ¢ has different path according to
whether.a is increased or decreased, suggesting that
there exists a hysteresis phenomenon .

The third solution which exists betwégn‘ (b) and (c)
is not stable if we assume w >'1.

3. APPLICATION TO SPEECH
~ RECOGNITION

The  speech(phoneme) recognition system by
TLNN equations is'divided into three: main pro-
cesses;

(1) A number of training speech data are classfied
and paranieterised into sequences of feature vectors
for each phonemes . The feature vectors are used to
form standard Gaussian PDFs which are supposed
to be memorized in our brain for each phoneme .

. {2) Aninput phonemes are referred to these mem-
orized phoneme data and a similarity measure is ob-
tained by comparing the input phoneme data with
the memorized PDF of each phoneme . .

~.(3) Suppose that there is a neuron activity &g
in accordance with the similarity measure Ay to a
certain phoneme /a/ at the frame member u .

(4) The TLNN equations are performed to make
an activity £2 move toward a stable point after the
equations receive the similarity measure as an in-
put and a recognition results are achieved when it
reaches to a stable state .
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The memorized standard models for each
phonemes are expressed in terms of Gaussian PDF
for input o .

1
N (0; pta; Ta) =

V(2m)"[Za|

where g, is a mean value of feature vectors for
tra.mmg data of a phoneme /a/ . The covariance
matrix X, is-given by

aNZ

n=1

e—%(o“l-‘u)tz-l (0—pa) (7)

®)

,”'a)

where o, is a training data of a phoneme /a/ .
The normalized similarity A2 of mput data o, at
u-th frame to a certain phoneme /a/ is defined as

2@ = N(Ou;ﬂay Ea)— <N>
bt <N >

©

where- < N > means an average over phonemes
at the same frame .

INPUT

frame n m (] g W

Lo 0ImER 00077 078 00810 0,373
004 o024 001202 0106855 -0,37080
3 0538 05409 007444 0040037 -0,3210%
C 0677 031 066542 005 -0,270617
5 00787 00066 006478 004762 -0,181884
S 0GH 00687 00702 000766  -0.187911
T00M84 0029 0077 070 -0,04077
¢ 00704 -0.12007 00278 0320 0,0087
051000 -0,0%% 0134 0,045  -0,014505
0 0B3R 0 0,053 02046  0,07309  ~0,006%4
1015347 0084662  0.I6M 0224362  -0,046461
12 005027 0A5MZ 00353 -007E%  -0,34618
3 0180 0316884 000812  -0,35008  -0,532532
00870 G.27BI6 0008893  -0,20908 0,521
15 - 000446 0061100 00512  -0,384859 0,038372

Figure 4: Input similarity vmap of best 5 hypotheses
for TLNN equations

We apply TLNN equations to a speech recog-
nition by using the similarity measures between
memorized PDF’s and input phoneme data . «
is influenced additively by the input A and the
competition-cooperation terms accerelate winner-
take-all processes . We call a winner neuron when
¢ gets a positive value finally and a loser neuron
when it approaches zero, losing whole activity . In
actual time dependence, the situation is more com-
plicated because o depends on nelghbormg £’s and
thus varies with time. . .

Figure 4 shows an example of a slmllanty map of
best 5 hypotheses selected by similarity measures .
Figure 5 shows results of recognition after TLNN

OUTPUT = n
frame n m o g w
: 6,262858 =0,000000  0,000000 90,0000
2 6,044124 0000000 0,000000  0,000000
3 5.854819 0000376 0,000001  0,000000
4 §,706682 0.000000  0,000000  0,000000
5 | 5,582 -0,000000 0,000 0,000000
€ | 5.4m58 0,000000  0,000000  0,000000
7| 52100 =0.000000  0,000000  0,000000
¢ | 4565046 0,000000  0,000000  0,000000
o | 477 =0,000000 - -0,000000  -0,000000
4.4 0,000000 . 0,000000  0,000000
1 %ﬂ o =0.000000  -0,000000  -0,000000
1z 0,0 ~0.000000  -0,000000  ~0,000000
3 0,000000 0,000000 =0,000000  -0,000000
U -0,000000 =0,000000  -0,000000  0,000000
15 =0,000000 0.000000  =0,000000  -0,000000

Figure 5: Recognition results using TLNN equa-
tions

equations are applied . In this example, /nfis a
winner for the frames 1-11, while /m/ is a winner
for the frames 12-15 . Thus, we conclude /n/ is
correctly recognized in average . To get an under-
standing for the processes dynamically, we notice
the sigmoid form which depends on the typical val-
ues of o . Since the stable solution for the equations
is decided by the equation (6), giving either high
value(approximately 1) or low value(approtlmately
0), we set all ¢s=0.5 for the initial values in the
following discussions .
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Figure 6: Time dependent behaviors for a

Figure 6,7 show the time dependent behaviors
for a’s and £’s, at the 5-th .frame for phoneme
/n/,/m/,/o/,/8/,/w/ when the similarity map of
figure 4 is input .. Initially, only the differ-
ence among phonemes comes from a’s in TLNN
equations, where input X’s are different . ¢ for
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Figure 7: Time dependent behaviors for £

Jm/,/o/,/g/,/w/ begin to decrease due to the sig-
moid form for & <0 . On the contrary, a for /n/
with the biggest A begins to take positive values as
the competition term increases . When a™ becomes
positive, the activity £" turns to increase according
to the sigmoid form . Figure 7 shows that £" of
phoneme /n/ turns to increase . At this stage, it
is noticed that the cooperation term in a™ helps to
rise o” and accelerate " to increase . a’s for other
phonemes, on the other hand, begin to decrease be-
cause of the increase of their competition terms due
to increasing £" .

phoneme

g w

1

1

]

]
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Frame
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— —» Excitatory coupling

-------------- » Inhibitatory coupling

Figure 8 Process of competition among similari-
ties of different phonemes and cooperation among
neighboring framing data

Therefore, £’s of other phonemes continue to de-
crease and finally goes to zero . Thus, the phoneme
/n/ is recognized through TLNN equations . The
applied parts of the processes of competition and co-
operation are illustrated in figure 8 . In conclusion,
the processes due to competition and cooperation
in TLNN equations play a good role to make a def-
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Figure 9: Overall block diagrarﬁ of speech recogni-
tion system using TLNN equations

inite recognition . A block diagram of the overall
speech recognition system using TLNN equations is
shown in figure 9 .

4. TECHNICAL IMPROVEMENTS
AND EXPERIMENTAL RESULTS

To make Gaussian PDF for each phoneme from
training data, we extracted labeled phonemes from
ATR data[10] composed of 4000 words spoken by
10 male speakers and from ASJ data of 500 sen-
tences[11] by 6 male speakers . The input data for
recognition experiment were composed of two kinds,
one from database of 216 words and the other from
one of 240 words, spoken by 3 different male speak-
ers respectively . :

Sampling rate 16KHz,16Bit
Pre-emphasis B 0.97
‘Window 16 msec Hamming window
Frame period .5 ms
Feature parameters 10 order MFCC
+10 order delta MFCC

Table 1: ‘Analysis of speech signal

The speech data were analyzed as follows; To
compare our neuron model with the conventional
model, the phoneme recognition experiment -was
performed for HMMs with single mixture and three
states, by using thie same database . We run recog-
nition tests by using 10 dimensional MECC coefli-
cients and their derivatives as illustrated in table 1
. The cepstrum data of each phoneme was divided
into two parts, before and after the mid flame po-
sition, and used to form two Gaussian PDF’s re-
spectively . The input data divided into two parts



[ Data

| Model [Recognition rates |

216 data | HMM 71.56
7 TLNN 78.05
240 data | HMM 72.37
7 | TLNN 78.04

Table 2: Reécognition results of speaker independent
for two types of data

were compared to corresponding part of the Gaus-
sian PDF’s separately and a similarity map was ob-
tained . The TLNN equations were applied to these
similarity maps with best 5 hypotheses among 24
kinds of phonemes .

216 data

Pho 240 data
HMM [ TLNN | "HMM [ TLNN
NG | 53.46 | 83.54 59.62 | 89.03
a 92.55 | 94.62 | 93.85 96.41
b 76.62 | 77.22 | 86.79 | 86.79
ch 84.62 | 83.08 | 100.00 | 83.33
d 69.84 | 71.88 74.07 | 62.96
e 64.77 | 86.74 | 80.86 | 96.30
g 57.14 | 48.05 45.71° ] 38.89
h 63.46 | 51.92 53.33 | 60.00
1 69.16 | 86.04 84.18 | 96.97
] 97.01 | 94.03 | 93.10 | 93.10
k 55.25 | 67.58 | 67.02 58.16
m 61.90 | 47.17 | 86.67 | 60.00
n 44.30 | 38.75 50.00 | 50.00
o. | 70.58 | 91.56 66.67 | 89.45
P 64.00 | 40.00 | 100.00 | 77.78
r | 62.34 | 25.97 | 4230 | 35.65
s 89.01 | 86.81 76.40 | 78.65
sh 96.05 | 84.21 | 91.11 | 95.56
t 4.35 28.99 15.38 | 48.72
ts 65.22 | 86.96 | 89.74 | 89.74
u_ | 9478 | 62.07 | 59.80° | 68.00
w 84.38 | 69.70 | 91.03 74.15
y | 61.36 | 72.73 | 87.30 | 92.86
z 87.76 | 87.76 | 93.10 | 93.33
[[ALL | 71.56 [ 7805 | 72.37 [ 78.94 7]

Table 3: Comparison between HMMs and TLNN
models

The recognition results were shown in table 2 and
3, where the average rates for speaker independent
recognition were 78.05 % for 216 word database and
78.94 % for 240 word database by TLNN equations
which were compared to 71.56 % and 72.37 % by
HMMs, respectively . We can see that our neuron
model gave approximately 7 % higher in average

recognition rates than the performance of HMMs °

for each database . :

5. CONCLUSION AND
DISCUSSION

We applied recently developed TLNN equations
for stereo vision, known to process a depth per-
ception, to speech recognition . In real life speech
recognition, it is considered that characteristic fea-
tures of each phoneme are stored in our memory
through daily life training and input speech data
are compared with the memorized data to estimate
their similarity (or disparity) for each phoneme .
When the equations are applied to phoneme recog-
nition, it develops competition among similarities of
different phonemes and cooperation among neigh-
boring frame data, and selects a specific phoneme as
a recognized one, beating others down to zero . The
TLNN equations were applied to the similarities
with best 5 hypotheses among 24 kinds of phonemes
- The average rates for speaker independent recog-
nition were 78.05 % for 216 word database and 78.94
% for 240 word database by TLNN equations which
were compared to 71.56 % and 72.37 % by HMMs,
respectively . - :
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