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In this paper we propose a focussed color intersection strategy for extracting known
objects in a complex scene. The method utilizes only the color distribution of the
objects and the scene. It has applications in object extraction, content based retrieval
and tracking are presented.
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1 Introduction

Content based image retrieval may be defined
as the process of retrieving all scenes which
contain a desired image. Such retrieval is cen-
tral to any image or multimedia database sys-
tem [8). The major task here is to identify
the known objects in an image. We present
a strategy for detecting the presence of known
objects and extracting the approximate region
it occupies in the scenes using only color infor-
mation. This task has applications in scene
interpretation, content based retrieval from
large image databases, tracking objects in im-
age sequences etc.

Most of the strategies proposed for identify-
ing and locating objects in a scene utilizes ge-
ometric features [3, 10]. Such methods are ex-
pensive and are adversely affected by changes
in the scene which would result in a change
in the perceived shape. Moreover, they can-
not be applied to non-rigid objects. Template
matching techniques constitute the other ap-
proach for detecting objects in a scenc under
small distortions and noise [7, 10, 6]. Storing
and matching against several templates for the
same model could be computationally very ex-
pensive. Hence it would be desirable to do
the matching using features invariant to as
many changes as possible. The color distri-
bution of objects present one such feature and
is adopted in this work.

Recently it has been shown that color dis-
tributions can be efficiently .used for image
matching. Swain and Ballard [11] introduced
an efficient technique called Histogram In-
tersection which evaluates the similarity be-
tween two color images. This technique has
been proposed for indexing into large im-
age databases. Modifications and enhance-
ments to Histogram Intersection and other
techniques may be found in [2, 4] and [3]. A
color based image retrieval system using fuzzy
matching techniques has been proposed in [1].
Schettini [9) applied color matching along with
shape matching for detecting a known object
against a known background.

The above approaches indicate that color
constitutes an important feature for image
matching. However, all the color histogram
based methods except that in [9] confine them-
selves to evaluating the similarity between two
images. This limits the role to indexing im-
age databases given most part of the image
and cannot be applied when the retrieval has

to be based on a small portion of the image.
In such cases, matching the histogram of the
scene with that of the model with fail to pro-
vide much information. Hence an appropriate
color histogram matching strategy which fo-
cuses its search on different regions of a com-
plex scene is expected to perform well in the
task of content based retrieval.

We propose an iterative color matching
strategy which focuses on parts of a scenc. The
histogram intersection technique is adopted
for evaluating the match between a focus
region and a model. The method is sta-
ble against changes in 2-dimensional orienta-
tion, some amount of occlusion and moderatc
changes in shape. The method, however, is in-
fluenced by changes in lighting conditions and
major changes in 3-dimensional orientation.

The focussed color intersection method is
given in section 2. Experimental results arc
given in section 3, and conclusions in section 4.

2 Focussed Color Intersection

The following general setting is considered for
developing the method. ”Given a set of models
M = {M,}, n=1,...,N where each M, is
the color image of a known object and an input
scene I of X x Y pixels (i.e., T = pgy, T =
1,...,X, ¥y = 1,...,Y), identify any model
objects present in the scene and extract the
regions occupied by them”. The input scene
T may consist of zero or more known objects
against a complex unknown background. The
sizes of the objects may vary across scencs.
There could be any amount of change in 2 di-
mensional orientation and small changes in 3
dimensional orientations. Objects may be par-
tially occluded and its shape may vary from
scene to scene. The method consists of three
steps - focus region identification, iterative
matching and pruning and confidence evalua-
tion. Each of these steps are described below.

2.1 Focus Regions Identification

Since more that one object may be present in
the scene, we have to focus on parts of the
input scene for matching against the modcls.
Since the size of the objects may vary from
scene to scene, the focus regions should span
small parts of the scene as well as comprise of
the entire scene. However, since the color dis-
tribution of very small regions in the scene will
not carry any effective information, the focus
regions should cover a sufficiently large part of
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Figure 1: The focus region extraction process

the input scene. The set of focus regions are
derived as given below. ‘

In the absence of a priori information fa-
voring any particular shape for the different
regions to be considered, a rcgular shape such
as a circle or square may be used. For the sake
of concreteness, we consider a square shape.
Focus regions are extracted by scanning the
image with a square window of size w x w
pixels. For scanning an image the window is
shifted by s pixels in one direction at a time.
After one complete scan is over, the input im-
age is resized by scaling it by a factor a where
a < 1. Focus regions are extracted from this
resized image by scanning with the same win-
dow as earlier. By this process we would be
extracting larger regions from the original im-
age to focus upon. This process of resizing by
a factor of o and scanning the input image
is continued until the image becomes smaller
than the scanning window. Figure 1 depicts
this process. The original image (size = 1.0)
and two resized images (sizes 0.8 and 0.64) are
shown in the image. The complete set of fo-
cus regions extracted may be characterized as
follows. Let I* denote the image resized by
o* and p¥ denote the pixels belonging to Z*.
Then

A =p§y z=1,...,aX y=1,...,aY
|y

v=|=%

Let RY; denote a focus region belonging to I*.

Then the set R of all focus regions considering
all resized images is given by

. T
wherep’, = puy, u= I.EIJ

R =
ko=

{Rfj} where

0,...,min (l]oga %J , I_loga %J)

(1)

kX — kY —w
=0, 2RI, 0T

E
R,‘f] = p'z"y z=s1+1,...80+w

andy=s5+1,...57+w

pf,;'y is not masked

(2)

Initially none of the pixels are masked. Sub-
sequently when a focus region is associated to
a model, pixels belonging to that region arc
masked. The focus regions R derived as above
and the set of models M constitute the initial
scts R, and M, of competing focus regions and
models respectively.

2.2 Matching and Pruning

Each region in the set of focus regions R, is
matched against each of the models in M,.
The quality of the match is evaluated using
the histogram intersection technique proposed
by Swain and Ballard [11]. The 3-dimensional
histogram of each model is constructed by tak-
ing into account all pixels in the model’s im-
age. The histogram counts are divided by
the total number of pixels in the model’s im-
age. This normalized histogram constitutes
the representation of the model. The his-
togram of the focus regions are constructed
using the same quantization of the color spacc
as that used for model histograms. While
constructing the histogram of a region any
pixels which are masked are not considered.
The focus regions histogram counts are also
normalized by dividing by the total number
of pixels considered for constructing the his-
togram. From the normalized histograms, the
histogram intersection value I(M, R) for cach
competing model M € M, and focus region
R € R, is computed as

I(M,R) = % min(normalized histogram
count of M, normalized histogram count of R)
where the sum is taken over all cells of the
histogram.

In the case of a perfect match betweéen
M and R the histogram intersection valuc
I(M, R) will be equal to 1.0 which is very un-
likely. In general, even when R contains ex-
actly the same object as M, the intersection
value would be less than 1.0. At the same time
very low values of I(M, R) may be caused due
to partial similarity between models and/or
background pixels and other noise. They do
not indicate the presence of the model object.
We climinate all matches with very low values
by applying a low threshold #. Now, several
models may have intersection value above the
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Figure 2: The effect of masking pixels in a fo-
cus region on other focus regions in the image

threshold @ for the same or overlapping focus
regions. If several models are competing for
the same set of pixels then there should be only
one winner emerging. However, if there are
more than one disjoint set of pixels for which
the models are competing then more than one
model may finally emerge as winners. That is,
the best region-model matches such that the
regions are disjoint have to be detected. We
proceed as follows.

Let the pair (M', R’) have the highest in-
tersection value among all the model region
pairs. ie, I(M',R')= max I(M,R)

MeM,reR

Then M’ has the maximum cvidence for being
present in R’ and M’ is accepted as the winner.
The pixels belonging to R’ are masked to pre-
vent them from being matched against other
models. The effect of this masking is schemat-
ically shown in figure 2. The masked region
and three other regions are shown in the fig-
ure. The region 'A’ has no pixels in common
with the masked region and hence remains un-
changed. On the other hand-regions ‘B’ and
’C’ overlap the masked region and get modi-
fied. The region 'C’ has few unmasked pixcls
and.its color distribution will not, in general,
constitute a good feature. Now, the effect of
masking is not restricted to a given image size
but will prevail across all resized images. This
is depicted in figure 3. In general, regions with
a large number of masked pixels do not carry
much information for color matching. Hence
all regions for which the fraction of unmasked
pixels is less than some constant 8 < 1 are re-
moved from the set of competing regions. The
new set of competing regions Rf: becomes

R. = {R such that R € R, and fraction of

unmasked pixels in R is greater than 3 W3

The set of competing regions are pruned in this
way after every match step. It may be noted
that since at least the region R’ is removed
from the set of competing focus regions, this

size = 1.0

Figure 3: The effect of masking pixels in a
focus region of image size 0.8 on other focus
regions

set strictly decreases after every match and
prune step. :

It may not be necessary to consider all the
models for matching in later steps. That
is the set of competing models may also be
pruned. Consider a model M " such that
maxp R I(M,R) < 0. The match confidence
for this model M can increase beyond 8 in the
next match cycle only due to the influence of
masking pixels belonging to the region selected
as the present winner. If the number of pix-
els masked in any region in the present step is
low then the intersection value will not change
much. On the other hand if a large number of
pixels are masked such regions do not carry
much information for color matching. Con-
sequently, the maximum match confidence of
any model is not expected to increase much
in later match steps. Specifically models for
which the maximum match value quite less
than 8 have very little likelihood of emerging
as winners in later cycles and may be pruned.
We prune the set of competing models as

M! = {M such that M € M, and

maxp R I(M, R) > 6} (4)
It may be mentioned that pruning M, in-
creases the efficiency of the matching process
and it is not necessary for the working of the
method. Also, M, may be pruned using a cut-
ff value lower than 8 so that more models take
part in the matching process.

Thus in each match and prune step one re-
gion is associated to a model and the set of fo-
cussed regions as well as the set of competing
models arc pruned. If the pruned set of focus



regions R, and the pruned set of competing
models M/ are not empty then the match and
prune process continues by matching the re-
gions in R. against the models in M!. By this
process, eventually the sct of competing focus
regions and/or the set of competing models
will become empty. Then the iterative process
of matching and pruning terminates with a set
of regions associated to those models which
had emcrged as winners in some match and
prune step.

2.3 Confidence Evaluation

Focus region identification, followed by match-
ing and pruning will yield a set of regions as-
sociated with each modecl which is identified as
present in the scene as well as a match confi-
dence for each region. However, it may be ob-
served that the individual match confidences
of the regions associated with 4 model are only
indicative and not an absolute measure for the
presence of the model. For example the match
value between the union of two disjoint regions
belonging to a partially occluded object and
the model may be higher than that of either of
the regions considered individually. Similarly
individual regions may have high confidence
values but put together they may not resem-
ble any model. Thus, the confidence measure
will have to consider the totality of all regions
associated with an object. Once the match
and prune cycle is over a combined histogram
of all the regions associated with a model is
computed and its intersection with the model
histogram is evaluated. This histogram inter-
section value serves as absolute match confi-
dence for a particular object.

The algorithm for focussed color intersec-
tion is specified below, followed by the exper-
imental results in section 3. ‘

1 M; = M and R, = R where R is defined
by equation 1 and M is the set of models.

2 Compute the color histogram intersection
value I(M,R) forall R € R, and M € M.

3 Let I(M',R') = maxy,\m neR [(M, R).
Associate région R’ with model M’

4 Mask all pixels belonging to focus region
R’. Modify all focus regions accordingly.

5 Evaluate the pruned set of regions R, and
the pruned set of models M. following
equations 3 and 4 respectively.

Figurce 4: The set of models

6 If M, # D and R, # 0 then assign M, =
M., R. = R, and go to step 2.

7 For each model M having at least one re-
gion associated with it compute
I{M, Ry JUR:UJ...Rn)
where Ry,..., Ry, are the regions associ-

ated with M.

3 Experimental Results

Experimental results for object extraction,
content based retrieval and tracking objccts
in image sequences are presented below. The
fourteen models used for experiments in 3.1
and 3.2are shown in figure 4. The intensity (1),
hue (H) and saturation (S) histograms were
used for matching in sections 3.1 and 3.2.
Each model was represented by its normalized
IHS histogram. The scenes consisted of onec
to six model objects as well as other objects.
The image of each scene was scaled to 128x128
pixels. The parameters a, 8 and 8 were fixed
at o = 0.8, =0.4 and § = 0.3.

3.1 Object Eztraction

Figure 5 show the results obtained for 6 im-
ages. The histograms were constructed using
5, 50 and 40 divisions along the I, H and S
axes respectively. A square window of 32x32
pixels was shifted by four pixels at a time for
scanning the images. In figure 5 the images
are labeled 1 to 6. The objects extracted from
scenes 1 to 4 are given in the column below
the scene. It may be scen that all model ob-
jects present are correctly detected and ex-
tracted. Scenes 5 and 6 contain no objects and
none was detected. From the results, it may



Figure 5: Scenes and extracted objects

be observed that the mecthod is stable against
changes in the background, orientation, shape
and size.

The intersection values for focus regions in
the 128x128 pixel image of the scene numbered
4 with models 5 and 6 are shown in figure 6.
The distribution for model 5 which is present
in the scene has a distinct peak and the dis-
tribution for model 6 which is not present in
the scene does not have any clear peak. This
shows that, the color histogram intersection
between models and focus regions constitute
an efficient discriminant for detecting and lo-
cating objects. In figure 7 the 3-dimensional
I-H-S histograms of model number 5 (marked
(a)), scene number 4 (marked (b)) and the
focus region of scene 4 containing model 5
(marked (c)) are shown. In figure 7 the size
of the black boxes are proportional to the his-
togram values. From this figure it may be
observed that, the focus region’s histogram
(c) is quite similar to the model histogram
(a) whereas the entire scenes histogram (b) is
quite different. Consequently, histogram inter-
section per se is not sufficient when the model
constitutes only a part of the scene, focusing
on parts of the scene is a must. Studies were
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Figure 6: The distribution of histogram inter-
section values

®) ()

Figure 7: The histogram of (a) model, (b)
scene {c) focus region containing model

conducted by varying the histogram bin size,
scanning window size and the number of pix-
cls by which the window is shifted for scanning
the input image. From the results it was ob-
served that the method correctly identifies the
objects under moderate variations in these pa-
rameters. The statistics are not presented here
due to paucity of space,

3.2 Content Based Retrieval

Here, we first consider the problem of retriev-
ing stored scenes which contain at least one
instance of a given object. The method de-
scribed in section 2 is applied to all the stored
scenes with the given object as the only model.
All parameters are kept the same as in the
case of object extraction. Images were re-
trieved from a set of 40 stored images. A to-
tal of 14 retrievals were done using one model
in figure 4 for each retreival. The number of
times a scene containing the object was missed
and the number of times one, two or more



Number of times
missed scenes | false retrievals
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Table 1: Results of content bascd retrieval
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Figure 8: Percentage of retrievals against con-
fidence measure. Hatched columns represent
false retrievals

than two scenes containing the given object
was falsely retrieved are given in table 1. In
no case was a a scene containing the objecct
missed. However, for models 2, 5 and 8 one
scene was falsely retrieved. And for models 11
and 4 there were two and four false retrievals
respectively. The distribution of confidence
measures for false and correct retrievals are
shown in figure 8. It may be obscrved that
the confidence measure for false retricvals are
close to 8. Since a significant number of cor-
rect retrievals also have confidence close to 6,
increasing 8 will not suffice. However, in cases
where false retrievals are a critical, scenes with
confidence measures close to § may be further
processed. This processing would be consider-
ably easy since the object regions are alrcady
extracted.

In the second experiment the aim was to re-
trieve all frames containing ‘doraemon’ from a
set of 150 frames of a popular japanese an-
imation movie. The frames.were extracted
from a 2% minute sequence at the rate of
1 frame per sccond. A represcntative frame
and the model are shown in figure 9. Out
of 43 frames containing ‘doraemon’ only two
were missed. However, there were 14 false re-
trievals. Stricter confidence measure evalua-
tion would be required to reduce the false re-
trievals.

3.3 Tracking objects in image sequences

The method presented in section 2 was slightly
modified and applied to the problem of track-

Figure 9: Representative frame and model

ing an object in a sequence of images. The
RGB histogram was used for matching and the
image resizing was restricted to sizes 0.9, 0.95,
1.0, 1.05 and 1.1. This was adopted since large
changes in size are not expected across consec-
utive frames. A dynamic model strategy was
adopted to account for variations across dif-
ferent frames. The RGB histogram of a rect-
angular window in the initial frame (framc 0)
containing the object(s) to be searched for is
taken as the initial model Hy. Subsequently
the model is updated as follows:

H, = H,
Hyy, = (1—/\] —Ao)HE-{-/\oHo"'/\]Hi
where H; is the ‘model histogram used to

search for the object in frame 7, and H! is the
histogram of the search result in frame i. The
above equation denotes weighted addition of
cach cell of the histograms. The results ob-
tained for two sequence of frames are shown in
figure 10. The value of Ag and )y in the model
updating equation were chosen as 0.1 and 0.8
respectively. It may be mentioned that in ex-
periments conducted over several sequences of
around 250 frames (around 20 seconds at 12
frames per second) the object of interest was
correctly tracked in all frames.

4 Conclusion

We have presented a focussed color intersec-
tion method for identifying and ecxtracting
known objects from a complex scene using
only color distributions. Experimental results
for object extraction, content bascd retrieval
and tracking objects in image sequences have
been presented. From these results we sec
that focussed color intersection works well for
all these applications. For improved accu-
racy, other features, local as well as global,
may be taken into account during the confi-
dence measure evaluation stage. Tcchniques



for improved confidence measure evaluation
and more robust color matching techniques are
under investigation.
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