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A method for face identification hanbeen developed by exploiting Infrared Rays Image
Processing Technique. The method is based on 2-dimensional detection of temperature distri-
bution of face. The temperature distribution and the locally averaged temperature are used as
input for Neural Network, while the value of shape factors are used for supervised classifica--
tion. By integrating information from Neural Network and supervised classification, the face

~was identified with excellent accuracy. Moreover, a method for recognition of facial expression

has been developed with Infrared Rays Image Processing Techmque The local temperature-
difference between the averaged neutral and the unknown expression faces is used as input for
Neural Network. By the present method, neutral happy, surprise a.nd sad expressions were
recogmzed with 90% accuracy

Keywords :computer vision, image understandmg, face identification, facial expression
‘recognition, infrared rays, neural network, thermal iinage,supervised classification



1 Introduction

The present investigation is concerned with com-
puter vision for identifying human face and de-
tecting human feeling or inner mental situation
through facial expression. For a future robot or
computer system to work or live peacefully with
human, it will be necessary to present capabil-
ity for recognizing human face and human feel-
ing to a robot. Although the procedure for rec-
ognizing face or facial expression has been re-
ceived considerable attention in the course of com-
puter vision research[l, 2, 3, 4, 5, 6, 7, 8, 9],the
present stage is far from goal of humanlike capa-
bility, especially from the point of understanding
human feeling or mind. One reason for the dif-
ficulty is that input image from ordinary camera
has a slight difference between neutral and smil-
ing faces, for example, from the point of gray level
distribution. Some researchers have tackled the is-
sue of understanding human feeling through facial
expression[1, 3, 4, 5, 6, 8, 9]. However, the tri-
als seem to be tough jobs because the gray level
distribution of input image from ordinary camera
" has a just slight difference among various facial
expressions, in addition to low contrast at feature-
boundaries on face.

Recently, several methods for face identification
by visible rays and image analysis have been de-
veloped. However, it is essentially difficult that
the face is identified under wide-ranged lighting
condition. For this reason we try to use an im-
age describing thermal distribution of face, with
Infrared Rays (IR), instead of ordinary visible ray.
Human face is easy to be extracted in the scene
when the range of skin temperature is selected for
producing the thermal image with IR, using the
value of 1 as emissivity[10, 11].

For recognizing facial expression, we have been
also using an image describing thermal distri-
bution of face, and reported that neutral and
smiling faces were distinguished with excellent
accuracy[10, 11].

In the field of psychology, FACS(Facial Action
Coding System)[12] to analyze facial expression
was developed, resulting in that it became to be
possible for computer graphic researcher to ana-
lyze facial expression as a subject. Some inves-
tigations for describing facial expression through
feature deformation, mainly based on Action units
(A Us:elements of expression in FACS) or other de-
scription, have been reported[4, 5, 8].

The goal of our current study is to present com-
puter vision enabling identification of human face
and detection of human feeling. For reaching the
goal, it is necessary to collaborate with psychol-

ogists and construct data-bases for distinguishing
one facial expression from others. However, since
the investigation presented here is in the first stage
for understanding human feeling with IR computer
vision, image variety is limited for simplicity. The
facial expressions selected here are neutral, happy,
surprise and sad. The number of image-sequences
is not big. The generality of the present proce-
dure is discussed with a small speculation. In the
course of IR image analysis for recognizing human
information, in the present study, the thermal im-
age processing, Neural Network (NN) and super-
vised classification are used for face identification.
Moreover, the thermal image processing and NN
are used for recognizing more kinds of facial ex-
pressions, generally.

2 Image Acquisition and

Analysis System

In this study, thermal images of human faces
were produced by Thermal Video System (Nippon
Avionics Co.,Ltd,TVS-3500) with IR. The princi-
ple of thermal image generation comes from well-
known law by Stefan and Boltzmann, which is ex-
pressed by the following equation.

W=eo- T (1)

,where w is radiant emittance
(W/cm?),e is emissivity,s is Stefan-Boltzmann
constant (=5.6706x10"12W/em?K?),T is Tem-
perature (K).

For human skin, ¢ is estimated at 0.98 to 0.99
[13, 14]. In this study, however, the approximate
value of 1 was used as ¢ for human skin. The val-
ues of € for almost all substances except human
skin are lower than that for human skin {13, 14].
Accordingly, human face is easy to be extracted in
the scene when the range of skin temperature is se-
lected for producing the thermal image, using the
valie of 1 for e. Face-images were observed by a
monitor through an IR thermal image system with
16 (4-bits) as thermal level and recorded in 8-mm-
video and then digitized with 256 levels (8 bits) per
pixel. These digitized images were stored on fixed
disks having a spatial resolution of 300 x 300 pixel
elernents and processed by a personal computer.
The input images were produced under the operat-
ing condition which presented lower-gray-level for
colder part and higher-gray-level for hotter part.

In principle, the temperature measurement by
IR dose not depend on skin ‘color, darkness and
lighting condition, resulting in that face and its




characteristics are easier to be extracted in the in-
put image containing face and its surrounding.

Moreover, we have verified experimentally that
the thermal image by our system is not influenced
by the lighting condition[11). Even at night, the
face identification and the facial expression recog-
nition by IR image processing were performed suc-
cessfully without lighting, in the same way as that
with lighting.

3 Recognition Algorithm
3.1 Face Identification

Figure 1 shows the flowchart for face identification.
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Figure 1: Flowchart for face identification.

The face is finally identified through integrating
information from NN for gray-scale histogram of
face, NN for mosaic image of face, and supervised
classification for shape factors of face.

3.1.1 Face Identification with NN for
Gray-scale Histogram

The flowchart for extracting the block image-
region with the normalized face is shown in Figure
2. Firstly, the input image of front-view neutral
face is normalized in terms-of the size and the cen-
ter of gravity for the face. Then, an image-region
with the normalized face is extracted.

The gray-level histogram for the block image-
region is measured for input to NN with three lay-
ers. With Back Propagation (BP) method[15], the
face is recognized. The double value for total num-
ber of quantized gray-level in histogram is used as
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Figure 2: Flowchart for extracting the block
image-region with the normalized face.



the unit number of input layer. The unit num-
ber of hidden layer is decided experimentally for
improving the recognition accuracy for the face.
The unit number of output layer is the number of

- the faces which should be recognized. The values
of histogram frequency normalized by correspond-
ing average value of learning data are transformed
to 2 bits per data for input to NN. The conditions
for making 0,1 data are decided experimentally for
improving the recognition accuracy.

3.1.2 Face Identification with NN for
Mosaic Image

The block image with the normalized face is trans-
formed to a mosaic image made by locally averaged
gray-level at n x m pixel elements. The locally av-
eraged gray-level is measured for input to NN with.
three layers. With BP method, the face is also
recognized. The double value for total number of
blocks in the mosaic image is used as the unit num-
ber of input layer. The unit number of hidden layer
and that of output layer are decided in the same
way as mentioned in Face Identification with NN
for Gray-scale Histogram. The values of locally
averaged gray-level normalized by corresponding
average value of learning data are transformed to
2 bits per data for input to NN. The conditions
for making 0,1 data are decided experimentally for
improving the recognition accuracy.

3.1.3 Face Identification’ with Super-
vised Classification for Shape
Factor

The input image of the face is segmented with
Otsu’s method[16], followed by measuring SF1:
the circle degree parameter calculated with area
and perimeter, and SF2: the ratio of vertical and
horizontal Feret’s diameters. Using Euclidean dis-
tance as discriminant function whére the element
of characteristic vector is normalized by the corre-
sponding average value of learning data, the face is
recognized with supervised classification through
comparing the test data with the averaged data of
each learned class.

3.1.4 Integrated Face-Identification

Method

The face is finally identified by integration of face-
identification where the summation of recognition
results of three different methods mentioned above
is performed to select one face having the high-
est value among the summations for faces. Each

recognition-result corresponds to the value of re-
liability of each method for identified face, 0 for
other faces. The recognition accuracy in case of
applying each method to learning data themselves
is used as the value of reliability for each method.

3.2 Facial Expression Recognition

Front-view faces were used as the input images.
Figure 3 shows the flowchart for recognizing facial
expression. The algorithm for recognizing facial
expression is as follows.

Input of face-image AJ

!

Normalization of o
size and location for face

1

Producing differential image and
measuring characteristic parameter

I

Facial expression recbgnition
with Neural Network

Figure 3: Flowchart for recognizing facial ex-
pression.

3.2.1 Normalization of Si:ie and Loca-
tion

The face-image is recorded under the natural con-
dition without any special restriction for observed
person. For this reason, as shown in Figure 4,
the input image is normalized in terms of the size
and the center of gravity for the face ,through per-
forming segmentation with Otsu’s method, mea-
suring the horizontal Feret’s diameter and the cen-
ter of gravity for the binary image, and performing
Affine transformation for the input image in order
to normalize the horizontal Feret’s diameter: and
the center of gravity for the bihary image."




L Segmentation of face-image ]

l

Measuring horizontal Feret’s diameter
and center of gravity for face-region

!

Affine transformation for face-image
to normalize horizontal Feret’'s diameter
and center of gravity for face-region

Figure 4: Flowchart for normalizing the size
and location for the face.

3.2.2 Producing the Differential Im-
age and Measuring Characteris-
tic Parameter

Figure 5 shows the flowchart for producing the bi-
nary image to measure the characteristic parame-
ter for recognizing facial expression. Beforehand,
an averaged neutral face-image is produced as a
reference image A. Then, with an unknown im-
age B and an averaged neutral face-image A, the
differential images A-B, B-A are made under the
condition that the negative value made by the dif-
ferential calculation is transformed to 0. Then, for
both images A-B and B-A, a processing a of (1)
smoothing with 3 x 3 median filter, and (2) seg-
mentation with level 2 and level 3 as threshold, is
performed, where level 2 and level 3 correspond to
the double and triple values for thermal difference
unit in IR apparatus, respectively. Moreover, for
image A-B, a processing 3 of (1) contrast enhance-
ment with gray-scale transformation, (2) smooth-
ing 5 times with 3 x 3 median filter, (3) segmen-
tation with Otsu’s method ,and (4) erasing region
with small area is performed.

Totally, five binary images are produced with
above procedure. Then, for the binary images
made by the processing «, the measured area frac-
tion in each block demonstrated in Figure 6 (o)
is divided by the corresponding average value of
learning data. Then, for the binary image made
by the processing 8, the smaller area fraction in
two area fractions of blocks demonstrated in Fig-
ure 6 (0) is divided by the corresponding average
value of learning data. The 17 normalized area
fractions are used as the values of characteristic
parameters for facial expression.

Each block demonstrated in Figure 6 (c) is de-
cided, based on the studies in the fields of psychol-
ogy, especially FACS-AU[12), and computer vision

Producing averaged neutral face-image A

l

Producing differential images A-B, B-A
(B:test face-image)

l Extracting image-region with face l
L Smoothing —, l Contrast enhancomen!:‘]

I

Smoothing

Segmentation with
threshold level2,3

! |

Binary image

e

Segmentation |

}

Erasing region
with small area

I

Binary image

Figure 5: Flowchart for producing the binary
image a(Left), 8(Right),t0 measure the char-
acteristic parameter for recognizing facial ex-
pression.

D :Block

Figure 6: Blocks for measuring characteristic
parameters.(a):Left,(3):Right.



with visible ray[4, 6, 9], while each block demon-
strated in Figure 6 (8) is decided experimentally
for improving the recognition accuracy.

3.2.3 Recognition with Neural Net-
work

The 16 values of normalized area fraction from the
processing o are transformed to 2 bits per data.
The value of normalized area fraction from the
processing /3 is also transformed to 2 bits. The
condition for making 0,1 data for the characteristic
parameters is decided experimentally for improv-
ing the recognition accuracy.

The 34 bits data which are transformed from
the 17 values of characteristic parameters are used
as input data for NN with three layers. With BP
method, the facial expression is recognized. The
unit number of input layer is 34. The unit num-
ber of hidden layer is decided experimentally for
improving the recognition accuracy for facial ex-
pression. The unit number of output layer is the
 number of facial expressions which should be rec-
ognized.

4 Experiment and Discus-
sion

4.1 Face Identification

For evaluating the recognition accuracy of the
present method, face-image sequences of man A,
man A with glasses, man B and woman A were
collected. The total number of images was 40 for
learning data, 80 for test data. Since the recogni-
tion accuracy of the present method might be in-
fluenced by room temperature, the two conditions
for room temperature were collected. The room
temperature in recording all learning-images and
the half test-images was about.302K ,while that for
the-other half test-images was about. 285K. For ex-
tracting face-image successfully, the detected tem-
perature range by IR was selected as 303 to 307.5K
for the room temperature of 302K, 298.5 to 303K
for that of 285K. The unit number of input, hidden
and output layer of NN for gray-scale histogram
made by 10 gray-scale pitch was selected as 52, 22
and 4, respectively. On the other hand, the unit
number of input, hidden and output layer of NN
for mosaic image made by locally averaged gray-
scale at 30 x 30 pixel elements was 108, 54, 4,
respectively. The condition for transforming the
characteristic parameters to 2 bits per data is that
the value smaller than 0.5 is transformed to 00,

the value from 0.5 to smaller than 1.0 is trans-
formed to 01, the value from 1.0 to smaller than
1.5 is transformed to 10, the value bigger than 1.5
is transformed to 11. Figure 7 shows each example
for 4 face-images.

Man A with Glasses

Man A

Man B

Figure 7: Examples of faces.

The value of reliability of face-identification-
method was 1 for every three method. When the
room temperature for test-image was the same as
that for learning-image, the integrated accuracy
for identifying 40 faces was 100%. On the other
hand, when the room temperature for test-image
was different from that for learning-image by 17
K, the integrated accuracy for identifying 40 faces
was 87.5%. To improve the integrated accuracy of
the second case, the input gray-scale histogram for
the 40 test-image was normalized in terms of the
same average of the histgram as that for learning-
data, résulting imr that the integrated accuracy for
face identification was improved to 97.5%. The
poor recognition with 2.5% was happened by ab-
normally hotter face of man A, caised by local

‘heating especially at forehead. The exception is
‘considered to be caused by rare feeling transition. -

The present result was for four kinds of face-
images. The present recognition accuracy for four
kinds of face-images was excellent. When the num-
ber of persons which should be recognized is in-

“creased, the modification of image processing, NN

and supervised classification might be necessary
for improving the recognition accuracy.




4.2 Facial Expression Recognition

For evaluating the recognition accuracy of the
present method, image sequences of neutral,
happy, surprise and sad faces of one female were
collected. We assembled 10 images per facial ex-
pression as learning data and 20 images per facial
expression as test data. The total number of im-
ages was 40 for learning data, 80 for test data.
Then, the averaged face-image produced from 10
neutral faces was used as a reference image A. The
room temperature in recording all learning-images
and all test-images was about 302K. For extract-
ing face-image successfully, the detected tempera-
ture range by IR was selected as 303 to 307.5K.
Facial expression was made by intentional action
and the judgement as right answer for the facial
expression was from the observation for the image
by herself. The unit number of input, hidden and
output layer of NN was selected as 34, 17 and 4,
respectively. Figure 8 shows each image example
for 4 facial expressions.

Neutral

Surprise : Sad

Figure 8: Examples of facial expressions.

The 16 values of normalized area fraction from
the processing o are transformed to 2 bits per data
under the condition that the value smaller than 0.5
is transformed to 00, the value from 0.5 to smaller
than 1.0 is transformed to 01, the value from 1.0
to smaller than 2.0 is transformed to 10, the value
bigger than 2.0 is transformed to 11. Then, the
value of normalized area fraction from the process-

Input emotion
Neutral Happy Surprise Sad

Neutral 80 % 15 %
g
3
5 Happy 95 %
3
,,% Suprise 100 %

Sad 20 % 5% 85 %

Table 1: Recognition accuracy for facial ex-
pression.

ing B is transformed to 2 bits under the condition
that the value smaller than 0.5 is. transformed to
00, the value from 0.5 to smaller than 0.8 is trans-
formed to 01, the value from 0.8 to smaller than 1.2
is transformed to 10, the value bigger than 1.2 is
transformed to 11. Table 1 shows the recognition
accuracy of the present experiment. For happy
and surprise, we got the excellent accuracy of 95
to 100 %, while, for neutral and sad, we got the
good accuracy of 80 to 85 %. The totally averaged
accuracy was 90 %. Moreover, through consider-
ation on the poorly recognized data, it was found
that the poorly recognized face had different char-
acteristics from the normal input face in terms of
thermal distribution. Since the input image was
made by intentional action, the poorly recognized
data might be caused by imperfect action. In addi-
tion, since the facial expression judgement as right
answer was made by herself, the poor recognized
data might be caused by her judgement with some
ambiguity. However, the recognition accuracy of
90 % might show that the present method for rec-
ognizing facial expression has the potential almost
equal to human.

The present result was for one person. However,
since the face identification method with IR image
analysis has been developed, the data base of char-
acteristic parameter for facial expression which can
be made for each person will be available. Namely,
after identification of the person, the facial expres-
sion can be recognized with the data base.

In the present method, the supervised learning
was used. For the person and/or facial expression
without learning data, the averaged face and/or
facial expression ‘can be useful for recognizing fa-
cial expression. Moreover, the averaged learning
data or characteristic data can be also useful for
recognizing facial expression. '



Moreover, using NN, the intensity of facial ex-
pression will be defined for recognizing facial ex-
pression in detail.

5 Conclusion

A method for face identification has been de-
veloped by exploiting Thermal Image Processing
Technique. The method is based on 2-dimensional
detection of temperature distribution of face, us-
ing IR. The front-view face in input image is nor-
malized in terms of location and size, followed by
measuring the temperature distribution, the lo-
cally averaged temperature and the shape factor of
face. The measured temperature distribution and
the locally averaged temperature are used as input
data for NN, while the value of shape factors are
used for supervised classification. By integrating
information from NN and supervised classification,
the face was identified with excellent accuracy.

A method for recognition of facial expression
has been also developed with Thermal Image Pro-

cessing Technique. The method is also based on
" 2-dimensional detection of temperature distribu-
tion of face. The front-view face in input image is
normalized in terms of size and location, followed
by measuring the local temperature-difference be-
tween the averaged neutral and the unknown ex-
pression faces. The measured local temperature-
difference caused by the rearrangement of face
muscle and the inner temperature change is used
as input data for NN. Neutral, happy, surprise and
sad expressions were recognised with 90% accu-
racy. :
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