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Abstract In this paper, we propose a method of realizing face-to-face interaction by
view-based tracking between a human and a mobile robot. Although individuals can be
recognized easily by observing frontal faces, it is difficult to do it from profiles of face.
To cope with this problem, our moblie robot first finds face-like areas based upon the
skin color distribution which is made from real image samples. Second, a facial pattern
in the image is found and its direction relative to the robot is estimated in terms of the
memorized views. Finally, the mobile robot moves to the front of the face according to the
face direction while tracking the face by using visual feedback based upon active vision

approach.
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1 Introduction

To construct a friendly interface between
intelligent robots and humans, it is better
to do communication between them by face-
to-face. Thus, a mobile robot needs to not
only find a face of humans, but also move
to the front of the face if the face has a
viewing direction initially. There are tow
problems we have to cope with. One is to
find a human face even if it has viewing
direction relative to the front. The other is
to let the mobile robot move to the front of

a human.

Until now many researches have been
In [12], face

images are projected onto a feature space

done on face recognition.

that spans the significant variations among
known face images. The significant features
are known as “eigenfaces”, because they are
eigenvectors (principal components) of the
set of faces. Upright and frontal views of
faces in gray scale images can be detected
by a neural network-based algorithim [10].
Frontal faces rotated within an image plane
can also be detected by employing multi-
ple networks [11]. However, it is rather
difficult to find profiles or semi-profiles of
faces. One aspect of 3-D object recognition
that has been examined in detail by a num-
ber of different studies is the dependence
of recognition performance on the view-
ing direction. The dependence on view-
ing is present even when the object is seen
in both the training and subsequent test-
ing under conditions that facilitate the re-
covery of 3-D shape, using stereo, shad-
ing, and motion [4]. This implies that in
view-based recognition a view has its corre-
sponding range for recognition [13]. Thus,

multiple views which have their recognition

range respectively are needed to be stored
for recognition. A view-based multiple-
observer eigenspace technique is proposed
for use in face recognition under variable

pose [9].

Many researches have been reported on
[6] [7]. The work de-

scribed in [3] and [1] is concerned with the

face tracking also

classification of the expression into states
such as happiness, anger, fear, sadness and
disgust. A system which tracks a person’s
facial features in real time has been com-
pleted [7]. Basd on this face tracker, the
system can distinguish different gestures
such as “yes”, “no” and “maybe”. How-
ever, the tracking often fails when the view-
ing direction from the front is large so that
some facial features are occluded. However,
a camera is fixed in almost all of these sys-
tems. Although the camera can make a pan
or tilt rotation, it cannot moves from one
place to another in space. These method
cannot be employed to robot human com-

munication directly.

To realize face-to-face communication
between a robot and a human, it is neces-
sary for a mobile robot to track a face to its
front. In this papaer, we propose a method
of view-based tracking of a human face by a
mobile robot. Our mobile robot first finds
face-like areas using the skin color distri-
bution which is made from real image sam-
ples. Second, a facial pattern in the image is
found and its direction relative to the robot
is estimated approximately from the stored
several views with different face directions.
Then the mobile robot moves to the front
of the face according to the face direction
while tracking the face by using visual feed-

back based upon active vision approach.
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1: Our system.

2 Scheme of our algorithm

We assume that the robot moves in an
indoor environment and makes communica-
tion with a human as shown in Fig.1. The

scheme used is shown in Figure 2.

There are two phases, learning phase and
recognizing phase, in our method. First,
a moblie robot finds face-like areas based
upon the skin color distribution which is
made from real image samples. Second, a
facial pattern in the image is found and
its direction relative to the robot is esti-
mated. The robot takes facial images at
0, +45,+90 degrees in advance. All of these
patterns at different directions are analyzed
with Principal Component Analysis. The
obtained eigenvectors are used as features
for the description of facial patterns with
different directions. When a new image
is taken, the pattern at different positions
with different scales in an image is pro-
jected into the space constituted by the
eigenvectors, and the direction of a face rel-

ative to the robot is estimated by compar-

Make the distributicn

of skin color —— Find face-like areas

Y

Estimate face
directione relative
to a camera

Learn face directions
relative to a camera

Y

¥

Move to the front of
a face by wisual
feedback tracking

2: The schema of our method for recog-

nizing human faces.

ing with memorized ones. Then, the mobile
robot moves to the front of the face accord-
ing to the face direction while tracking the
face by using visual feedback. The track-
ing is carried out based upon an active vi-
sion method. A fixation point is selected as
a features point which has the largest co-
variance in facial patterns. Since the robot
moves on a flat floor, a circular path is
planned and the robot tracks the face so
as the fixation point always appear in the
central of image (x = 0) and have the same

height (y = constant).

3 Finding facial area using

skin color distribution

As the first step, we use skin color to find
the possible region of faces. We use the uni-
form color space proposed by Farnsworth
[5] to represent colors in an images. Colors

are represented by two number u and v.
u=4R/(R+15G+3B)

As in [2], the skin color is represented by
a distribution in color space. This distri-
bution represents the frequency that each

color in the color space appears at the re-
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3: The distribution of skin colors.

The dis-

tribution obtained from tens of examples is

gions of human skin in images.

shown in Fig.3. If the value of a color in
the distribution is 1.0, it means the color is
a skin color with the highest possibility.
For a new input image, every pixel in the
image is evaluated to determine how well
the color of pixels looks like skin color based
upon the computed skin distribution func-
tion. The regiones having a high similarity
with skin color are extracted as candinates

of face regions.

4 Estimating face direction

After extracting the candinates of face re-
gions, we find the face and estimate the
face direction from these regions. Since
the face direction to the camera mounted
on the robot is unknown at first, facial
viewes taken at 0,445, £90 degree relative
to frontal face are stored and an new input
image is compared with the stored ones to
estimating the face direction. The process-

ing is
e Acquire an initial set of face images
(the training set) at 0, £45, £90 degree

relative to frontal face. Fig.5 shows the

samples of a person in our experiment.

(b)extracted regions having skin colors

4: Finding candinates of face regions by

using skin colors.

e (Calculate the eigenfaces from the
training set using principal compo-
nents analysis, keeping only the M im-
ages that correspond to the highest
eigenvalues. These M images define

the face space as the same with [12].

Fig.6 shows the six eigenfaces with the

The 21 signifi-

cant eigenvectors are used in our ex-

biggest eigenvalues.

periment.

e Calculate the corresponding distribu-
tion in M-dimensional weight space for
each space of known direction, by pro-
jecting the face images onto this M-

dimensional space.

Having initialized the system, the follow-
ing steps are then used to estimate the face

direction:

e (Calculate a set of weights based on the

input image and the M eigenvectors by
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B 5: Face samples of a person at
0, +45, 490 degree relative the frontal face.

B 6: Six eigenfaces with the biggest eigen-

values.

projecting the input image onto each of

the eigenvectors.

e Determine if the images is face at all
by checking to see if the image is suf-
ficiently close to the M eigenvector

space.

o If it is close enough to the M eigenvec-
tor space, determine the face direction
of weight pattern by comparing the dis-

tance with known ones.

5 Tracking a face to its front
by visual feedback

5.1 Tracking a face along a circular

path

After determining the rough direction of
a face, the mobile robot moves to the front
of the face by tracking the face along a
circular path based upon the active vision
paradigm. Unlike the conventional systems
in which a camera is mounted on a manip-
ulator, we use a mobile robot to realize the
active vision paradigm [8].

Controlling a mobile robot to move along
a circular path by fixating a point is not
easy due to the disturbances from environ-

ments. We suppose:

e The robot moves in an inddor envi-
ronment. The movement of the robot
is indicated by 2-D coordinate (X,Y)

and a rotation 8.

e The optical axis of the camera is
mounted on the robot and perpentic-
ular to the moving direction of the

robot.

In order to control a mobile robot to
move along a circular path, we need to know
the radius of the circle. The distance from
the camera to the fixation point can be
computed by motion stereo method. If the
radius of the circle is R and the speed of
the robot is V, the angular velocity of the

robot can be computed as

1%
W= (1)

Since there are many disturbances in the
real world, the robot often deviates from
the planned trajectory. To cope with this

problem, we use the visual feedback.
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If the robot moves along a circular path,

the following tow conditions must be satis-

fied.

e The motion direction of the robot is
orthographic with the direction of the

fixation point.

e The distance of the camera from the

fixation point is constant.

From the above conditions, the following vi-

sual cues can be obtained.

e From the first condition, the fixation
point should appear in the vertical axis

in the image.

e From the second condition, the fixation
point have a constant height in the im-

age.

By observing the change of the fixation
point in the image, we control the robot to
move along a circular path to the front of a

face.

5.2 Control method

The mobile robot used in our expriment
is Nomad200. What we need to control are
its speed and angular velocity.

Here we use a camera-centered coordi-
nate. The origin of the coordinate system is
set at the focus of the camera while X —axus
is aligned with optical axis. Suppose the
velocity and the angular velocity are V' and

W between ¢ and t + At, respectively, we

have
V
=—, 0=WAl 2
W ®
where r is the radius of the circular path

The mobile

robot is controlled in terms of the angular

and 6 is the rotation angle.

velocity % from equation (1).

6 Experiment

We completed our algorithm in a real
mobile robot system. A robot called No-
mad200 made by Nomadic Technologies is
used. A camera , 3CCD Color Video Cam-
era Module: XC-003, is mounted on the
robot. The robot is controlled with wire-
less communication by S-4/20 workstation.
The image is processed by a INDY work-
station. A person sat in the front of the
robot with a face direction of about 45 de-
gree reltive to the camera. Fig.9 (a) shows
the found face region using skin color cue.
Fig.9 (b) shows the found face with about
45 degree relative to the frontal face, which
is indicated by an rectangle. The feature
point with the largest variance in the face
pattern is selected as a fixation point as
show in Fig.10. Fig.7 shows the experiment
result when the visual feedback is not used,
in which the deviation from the center of
images increases with the camera motion.
Fig.8 shows the experiment result when the
visual feedback is used, in which the de-
viation from the center of images changes
within a small range and the height of fixa-
tion is almost kept as a constant. The pro-
cess of the robot tracking the human face is
shown in Fig.11. The frontal face after the

tracking is shown in Fig.12.

7 Summary and Conclusions

In this paper, we propose a method fo
view-based tracking of a human face by a
moible. In order to achieve a face-to-face
interaction between a human and a robot,
it is necessary to let the robot moves to the
front of humans’ faces. To cope with this

problem, our moblie robot first finds face,
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7: Experimental results without visual
feedback. (a) Deviation from the center of
images. (b) Length change of the fixation

point.

estimates its direction relative to the frontal
face, and moves to the front of the face ac-
cording to the face direction while tracking
the face by using visual feedback.

This is a preliminary work. Many future
works remain to be unsolved. The change
of illumination influences the face direction
estimation in our experiment. How to select
robust feature points as fixation points used

in the face tracking is another theme.
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