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Toward High Fidelity 3D Video: Multiple Active Camera Assignment

Sofiane Yous ,† Norimichi Ukita †,†† and Masatsugu Kidode†

In this paper, we present a multiple active camera assignment for high fidelity 3D video of a
moving object, mainly an acting human body. The camera system is made up of cameras with
long focal length lenses for high resolution input images. However, such cameras can capture
only partial views of the object. Our goal is to assign the camera set to the different parts
of the moving object so as to achieve a high visibility of the whole object. For each camera,
we evaluate the visibility to the different regions of the object, corresponding to different
camera orientations and with respect to its field of view (FOV). Thereafter, we assign each
camera to one orientation in such a way to maximize the visibility to the whole object. in
order to temporally extend this scheme, we involve, in addition to the visibility analysis, the
last camera orientation as an additional constraint. The purpose is an optimized camera
movement.

1. Introduction

A 3D video is an interactive video system
where the viewer has the freedom to choose
and change his viewpoint. Several systems have
been proposed1),4),5),6),7),8). The focus of these
systems is a human body acting within a scene
around the which, a distributed fixed camera
system is spread for a real-time synchronized
observation.5),1), and8) generate the final video
in off-line, while3),6),7), and9) employ a volume
intersection method on a PC cluster in order to
achieve a full 3D shape reconstruction.

In order for a 3D video system to reach a
practical level high fidelity and wide observa-
tion area are two factors that must be consid-
ered. If we want to widen the observable scene
area without increasing the number of cameras,
we need to widen the FOV of our cameras by
shortening their respective focal length. Con-
sequently, the resolution of input images is re-
duced and the high fidelity affected. Similarly,
if we want to get higher resolution input images
using the same fixed camera system, we need to
narrow the FOV of the cameras by lengthening
their the focal length. Consequently, the ob-
servable area is narrowed. In other words, high
fidelity and wide observation area are two inter-
linked problems such that, we cannot improve
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the fidelity by increase the resolution, without
affecting the observable area, and vice versa. So
as to allow that, we have been designing an ac-
tive camera system, as with such a system it is
not required to get a continuous observation of
the whole scene. In contrast, the active camera
control is an additional issue to be addressed.
Since the FOV of the cameras are narrow, al-
lowing only partial views of the the moving ob-
ject but of higher resolution, the assignment of
each camera to the most appropriate part of
the moving object, so as to perform a higher
visibility of the whole object, is needed.

Therefore, we present a multiple active cam-
era assignment. Our goal is to assign the set
of active to the different parts of the moving
object so as to achieve a high visibility of the
whole object. For each camera, we evaluate the
visibility to the different regions of the object,
corresponding to different camera orientations
and with respect to the FOV of the camera in
question. Thereafter, we assign each camera
to one orientation in such a way to maximize
the visibility to the whole object. In order to
reduce the huge set of possible orientations of
each camera to a few significant orientations,
we introduce the windowing scheme presented
in section 3. The quantification of the visibil-
ity,whereon the evaluation of each of the resul-
tant orientations, is presented in section 4. As
for the global assignment, it is the subject of
section 5. The windowing scheme, the visibility
quantification, and the global assignment are
performed based on the constraints presented
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in section 2. For a temporal extension of the
assignment scheme, we involve, in addition to
the visibility analysis, the last camera orienta-
tion as an additional constraint. That will be
tackled in section 6. The evaluation of the our
presented scheme will be presented in section 7.

2. Overview of Our Algorithm

Vertices

Facets

Fig. 1 Input data : 3D mesh surface.

We have as input of our scheme, a 3D recon-
struction of the object (figure 1) in the form of
a mesh surface defined by a set of facets(figure
1). Each facet is defined by a set of vertices.
Using these vertices and their order we can de-
duce the orientation of the facet☆ and compute
its outward normal vector(Figure 4-b). As a
main purpose of this paper, Camera assignment
scheme consists in analyzing this 3D surface in
order to deduce the orientations of our cameras
that allows the best visibility to the whole sur-
face.

The proposed algorithm can be summarized
in three steps:
( 1 ) First, we project the 3D surface to the

panoramic plane☆☆.
( 2 ) Next, for each camera, we evaluate the

different orientations to the object image
(corresponding to the panoramic plane),
with respect to the the FOV of the cam-
era under consideration. For a given cam-
era orientation, the evaluation concerns
the visibility of the 3D object region cov-
ered by the FOV of the camera. We refer
to the object image region, correspond-
ing to a given orientation, by a window.
In section 3, we will present a windowing
scheme whose goal is to split the object

☆ the outward face of a facet is defined by the coun-
terclockwise order of its vertices

☆☆ The panoramic plane of a given camera is a reference
plane corresponding to a chosen camera orientation.
All the images referred to in this paper correspond
to this plane

image into several windows with respect
to the FOV of the camera in question. As
for the visibility evaluation for each orien-
tation, it will be the purpose of the fourth
section.

( 3 ) Finally, we seek for the the best as-
signment (camera, window) configuration
that maximize the global visibility. This
will be the subject of the fifth section.

In the rest of this paper, we adopt the follow-
ing notation:

ci|i=1..N : The set of N cameras.
fj|j=1..M : The set of M facets composing the

3D mesh surface.→
ni : The unit outward normal vector of facet

fj .
ci : The optical center of camera ci.
tj : The centroid of facet fj .
We begin by introducing the main constraints

to be taken into account in the rest of this pa-
per.

2.1 Assignment Constraints
These constraints have the role to restrain

and lead our assignment process.
2.1.1 Visibility Constraint
The visibility constraint tells if a given facet

can be viewed from a given camera, regardless
of occlusion. It can be verified if the dot prod-
uct of the normal vector of the facet and the
vector associated to the optical center of the
camera and the centroid of the facet, is nega-
tive.

fj visible from ci ⇒ (
→
ni ·

→
citj) < 0 (1)

Furthermore, If both vectors are normalized,
then the dot product can quantify the visibility
(sec. 4.1). That is, the greater the product, the
better the visibility.

2.1.2 Accessibility Constraint
Suppose we have two facets respecting both

the visibility constraint, with respect of a given
camera, and having the same projection onto
the panoramic plane. The farther facet can be
occluded by the nearest, which make it inac-
cessible from the camera under consideration.
Thus, we can say that the accessibility con-
straint can be violated by occlusion.

Given a camera ci, we can define the set of
visible and accessible facets denoted V f (i), by
building a depth image Di and an index im-
age Ii. Let us denote by Ai the object image,

島貫
テキストボックス
－86－

研究会temp
テキストボックス

研究会temp
テキストボックス

研究会temp
テキストボックス

研究会temp
テキストボックス



3

if Ai(x, y) is the projection of a surface point
belonging to a facet fj to the panoramic plane
of camera ci, then Di(x, y) is the distance of
that facet from the camera, and Ii(x, y) = j its
index (identifier).

V f (i) can be defined such that:
j ∈ V f (i) ⇔ ∃x,yIi(x, y) = j (2)

2.1.3 Connectivity Constraint
The connectivity constraint impose to a given

camera to be assigned to a connected region of
the 3D surface, no matter if it can get a larger
view (this constraint is valid only in the assign-
ment process). This constraint is mainly useful
in the presence of self-occlusion.

2.1.4 3D Reconstruction Constraint
The purpose of this constraint is to ensure

that we dispose, at least, of two views toward
each surface point, as a matter of 3D recon-
struction.

2.1.5 Depth Constraint
The distance from the camera should be taken

into account in the assignment process. That
is, if we have two regions with similar visibility,
then the nearest region is given more priority
in the assignment process.

2.1.6 FOV Constraint
For each camera orientation, only the region

defined by the FOV of the camera in question,
is taken into account.

3. Windowing Scheme

Given a 3D mesh surface, the goal of the
windowing operation in to define, for a given
camera, the set of possible orientations ,and for
each orientation, select the set of facets to be
involved in its visibility evaluation. This should
be accomplished such that:
( 1 ) The set of orientations should cover the

entire 3D surface region visible from the
camera in question.

( 2 ) The fewer the orientation, the better.
( 3 ) The aforementioned connectivity con-

straint is respected.
To achieve such a goal, we proceed with grad-

ually splitting the depth image into several win-
dows. After a given window in set to a prede-
fined position☆, a flood-filling is applied to the
region of interest defined by the window in or-

☆ The position in this context refer to the off-set with
respect to the depth image

der to extract one connected region. We need to
make sure to respect the same order in setting
the first window position and the first point to
apply the flood-filling. Then, the window po-
sition is repeatedly readjusted to fit the best
with the connected region, and for each new po-
sition, the flood-filling is reapplied to find the
new limits of the connected region. Finally, the
connected region is withdrawn from the depth
image and used as a mask of the index image in
order to establish the set facets to be associated
to the window.

Let us denote by wi
k|k=1..Lthe L resultant

windows, and (xk, yk) their respective off-set
addresses with respect to the depth image. The
set of facets V f(i) is split into V f(i, k) such
that:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⋃
k V f(i, k) = V f(i)

∧
j ∈ V f(i, k) ⇔

∃x,y

⎧⎨
⎩

wi
k(x, y) > 0

∧
Ai(xk + x, yk + y) = j

(3)

The proposed algorithm can be summarized
as follows(Figure 2):
( 1 ) Calculate the bounding rectangle of the

object depth image if it is the first it-
eration, or the remaining regions of the
object depth image if not. The bounded
region will be set as the region of interest
of the depth image, as shown in Figure
2-a.

( 2 ) Set a window to an expected posi-
tion(Figure 2-a). To do so, we need to
define, beforehand, a fixed order such as
Top-Down Left-right. The offset of the
first window should coincide with this of
the bounding rectangle.

( 3 ) Repeat:
• Apply a flood-filling starting from the

first point with respect to the prede-
fined order, as shown in Figure 2-b.

• Adjust the window(in term of posi-
tion) to the connected region.

in so far as the top and left borders of the
window fit with the external contour of
the connected component. if it is the last
horizontal window, we consider the right
border of the window instead of the left,
and similarly the bottom border in stead
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of the top if it is the last vertical window
(Figure 2-c).

( 4 ) Delete the area corresponding to the con-
nected component from the depth image
and save it as a mask associated to the
actual window.

( 5 ) If the depth image is not empty, then goto
1.

(a) (b) (c)

Windows

The bounded object
region in depth image

The bounded remaining
object region in depth

image

Fig. 2 Windowing scheme: From (a) to (b) a flood fill-
ing is applied, and an adjustment is applied to
get (c). The top cycle corresponds to the first
windowing iteration for a given camera. The
missing part in the depth image of the bottom
cycle was windowed and deleted in previous it-
erations.

4. Visibility Quantification

Our assignment scheme is based inter alia on
the visibility evaluation of the 3D surface. We
define three levels of visibility; facet-wise, local,
and global visibility.

4.1 Facet-wise Visibility Quantifica-
tion

The facet-wise visibility is the direct applica-
tion of the visibility constraint. It concerns the
visibility of a given facet from a given camera.
It can be expressed by the absolute value of the
dot product between the unit normal vector of
the facet in question, and the normalized vector
connecting the optical center of the camera and
the centroid of the facet.

If the unit vector, corresponding to the opti-
cal ray of a camera ci toward tj , is:

→
ri,j=

−→
citj∥∥∥−→
citj

∥∥∥
Then, the facet-wise visibility is given by:

F (i, j) =
∣∣∣ →
ri,j · →

ni

∣∣∣ (4)

4.2 Local Visibility Quantification
The local visibility level concerns, for a given

camera, the visibility toward each of its win-
dows. For a given window, it involves the facet-
wise visibilities of all facets concerned by the ac-
tual window. The formulation of the local visi-
bility is very sensitive, as it can express our as-
signment strategy. The simplest way is to sum
the facet-wise visibilities of the corresponding
facets. Albeit simple, this solution is not the
best for mainly two reasons:
( 1 ) A narrow region made of tiny facets is

given similar evaluation as a wide region
with large facets, if the two regions have
a similar number of facets.

( 2 ) One region is given the same evaluation
whatever its distance from the camera.

So as to make the local visibility as expressive
as possible, the proposed formulation should:
( 1 ) Respect the aforementioned depth con-

straint.
( 2 ) Involve the facet area. That is, the contri-

bution of each facet in the local visibility
should be proportional to its surface area.

( 3 ) Be normalized.
Let us denote by:
cpt(i, k) : The number of facets visible from a

camera ci and corresponding to a window wi
k.

D̄ (i, k) : The mean depth of a window wi
k

with respect to a camera ci such that:

D̄ (i, k) =

∑
j∈V f(i,k) (D (i, j))

cpti,k

where D (i, j) denotes the depth of fj.
S̄ (i, k), the area of the 3D surface related to

window wi
k of camera ci such that:

S̄ (i, k) =
∑

j∈V f(i,k)

S (j)

where S (j) denotes the surface area of a facet
fj in the 3D space.

The local visibility of a window wi
k from a

camera ci is given by:

L(i, k) =
D̄ (i, k)
S̄ (i, k)

.
∑

j∈V f(i,k)

F (i, j) .S (j)
D (i, j)

(5)

For a set of facets V f(i, k), the local visibility is
the normalization of the sum the scaled facet-
wise visibilities. The scale is the ratio between
the 3D surface area of the facet and its mean
depth in respect to the camera in question. As
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3D mesh
surface

c1

Projection to the
appearance plane

...

Windowing

Masking

w1
3

I1

w1
2

D1

w1
1

Projection to the
appearance plane

...

Windowing

Masking

w2
3

I2

w2
2

D1

w2
1

Projection to the
appearance plane

...

Windowing

Masking

w3
3

I3

w3
2

D1

w3
1

...

...

...

V f(1, k)

Local visibility
evaluation

Local visibility
evaluation

V f(2, k) V f(3, k)

L(1, k) L(2, k) L(3, k)

Final assignment

Assign(c3, w
3
1)Assign(c1, w

1
2) Assign(c2, w

2
3) ...

c3c2

(a)

(b)

(c)

(d)

(f)
Feedback

(e)

Ĺ(1, k) Ĺ(2, k) L(́3, k)

Fig. 3 Assignment scheme: The different steps of our proposed scheme as ex-
plained in the the text. V f(i), V f(i, k), and L(i, k) refer respectively
to : the set of facet visible from camera ci, these corresponding to a
window wi

k
, and the local visibility corresponding to ci wi

k

for the normalizing factor, it is the ration be-
tween the mean depth of the surface defined by
the set of facets and its 3D area area in the 3D
space.

4.3 Global Visibility Quantification
The purpose of the assignment mechanism is

to maximize the global visibility of the 3D sur-
face. After the system is set to a given config-
uration, this global visibility can be expressed
simply by averaging the local visibilities of all
cameras.

G =
1
N

∑
i,k

L (i, k) (6)

5. Global Assignment Scheme

After having addressed the windowing and
visibility quantification issues, we are now able
to establish a global assignment scheme. The
purpose is to assign each camera to one of its
windows so as to get the highest global visibility
of the whole 3D surface. Mainly, the 3D recon-
struction constraint is to be considered in the
proposed algorithm that can be summarized as
follows:
( 1 ) For each camera ci, compute the set

V f(i): Project the 3D mesh surface to
the panoramic plane and build the depth
and index images Ii and Di respectively,
as shown in Figure 3-a.
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( 2 ) Split V f (i) into V f (i, k) (Figure 3-b,c):
Apply the above-mentioned windowing
scheme to get the windows wi

k (Figure 3-
b), thereafter, mask the index image Ii

using these windows in order to get the
sets V f (i, k) (Figure 3-c).

( 3 ) For each couple (ci, w
i
k), calculate L(i, k):

Evaluate the local visibility between
all cameras and their respective win-
dows(Figure 3-d).

( 4 ) Repeat:
( a ) Select the pair (ci, W

i
k) having the

highest local visibility and assign
the camera ci to the window wi

k.
( b ) Delete all facets chosen twice and

accordingly, update L(the local vis-
ibility) for all windows (of all cam-
eras) comprising the deleted facets.

until no camera or no facet left (Figure
3-f).

6. Camera Movement Optimization

The visibility, whereon the assignment is
based, is temporally independent. That is, the
presented scheme is executed at each frame in-
dependently. For a temporal extension, the fi-
nal assignment should be inferred by the last
state of the camera system. This inference is
referred to by the the feedback of figure 3. As
shown in this figure, we propose to update for
each camera the local visibility using the last
camera orientation. Therefore, we introduce a
new parameter so that, the local visibility will
have the following form:

Ĺ(c, w) = λ · L(c, w) (7)
As far as the purpose is an optimized cam-

era movement, the parameter λ should favor
the new orientations having shorter angular dis-
tances from the last orientation over the ones
with longer distances. Therefore, we set λ as
follows:

λ = 1 − β(1 −
∣∣∣∣
−→

Rc,w ·
−→

Ot−1
c

∣∣∣∣) (8)

Where:
•

−→
Rc,w is the unit vector corresponding to the
optical ray of a camera c toward a window
w,

•
−→

Ot−1
c is the last orientation of camera c,

• And β ∈ [0, 1] is a predefined parameter.
Thus, the new local visibility can be written as:

Ĺ(c, w) = L(c, w)∗(1−β(1−
∣∣∣∣
−→

Rc,w ·
−→

Ot−1
c

∣∣∣∣))(9)

β expresses the importance given by the user
to the camera movement optimization. We can
notice that:
• β = 0 ⇒ Ĺ(c, w) = L(c, w) : Optimization

ignored.

• β = 1 ⇒ Ĺ(c, w) = L(c, w) ∗ (
∣∣∣∣
−→

Rc,w ·
−→

Ot−1
c

∣∣∣∣)
: the highest importance is given to camera
movement optimization.

7. Experimental Results

In order to evaluate the effectiveness of our
presented assignment scheme, we conducted an
experiment whose results will be presented in
this section. As shown in figure 4, the environ-
ment of our experiment consisted in a kimono
lady dancing a folkloric dance within a scene
around the which, 25 cameras were spread. At
each frame, a set of 25 images were captured
and employed in the 3D mesh surface recon-
struction using the pipelined parallel scheme
presented in4). While considering the same
camera system but with narrower FOV (longer
focal length), we applied the assignment process
with and without camera movement optimiza-
tion on a sequence of 6 frames.

Cameras

Kimono lady

Fig. 4 Experimental environment

7.1 Evaluations
Figure 5 shows the local visibility evaluation

of the 25 cameras at a selected frame, after ap-
plying our proposed assignment scheme. The
global visibility is 0.824. If the average angle of
view (angle of incidence) to a surface point can
be expressed as arccos(G) (G:the global visibil-
ity), then it is about 35 degrees. As for Figure 6,
it shows the facet-wise visibility evaluation for
all surface points. Most of facets have a visibil-
ity greater than 0.6 which witness, in addition
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to Figure 5, the performance of our proposed
scheme. Figures 7, and 8 emphasize the effect
of applying our inter-frame camera movement
optimization. Figure 7 presents the global vis-
ibility changes within frames with/without op-
timization, and Figure 8 shows the the angu-
lar distance traveled by each camera after 26
frames. The mean angular distance traveled
by the cameras without considering the cam-
era movement optimization is 319.1722 degrees,
while it is 190.80492 degrees when the optimiza-
tion is considered, which witnesses a clear im-
provement.

0 4 8 12 16 20 24 28
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Local visibility evaluation

Camera

Visibility

Local visibility

Global visibility

Fig. 5 Local visibility evaluation

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

1

2

3

4

5

Facet-wise visibility at frame 2

Camera

1000 facets

Fig. 6 Facet-wise visibility histogram

8. Conclusion

In this paper, we have presented a multiple
active camera assignment scheme for high fi-
delity 3D video of a moving object. Our active
camera system, as made of long focal length
cameras, can have only partial views of the
moving object but with high resolution. There-

1 2 3 4 5 6 7
0.5

0.6

0.7

0.8

0.9

1.0

Global visibility changes within frames

Frame

Visibility

Without optimization

With optimization

Fig. 7 Global visibility changes within frames
with/without camera movement optimization

0 4 8 12 16 20 24 28
0

100

200

300

400

500

600

700

Angular distance traveled

Camera

Degree

With optimization

Without optimization

Fig. 8 The angular distance traveled by each camera
before and after camera movement optimization

fore, The goal of our presented scheme is to
assign each camera to a specific part so as to
achieve a high visibility of the whole object.
Our work is motivated by the aim to address
the problem of high fidelity without being in-
terfered by the wide area observation problem,
while high fidelity is necessary for 3D video to
reach a practical level. For each camera, the
proposed assignement scheme consists in eval-
uating the visibility to the different regions of
the object, corresponding to different camera
orientations and with respect to the FOV of
the camera in question. Thereafter, each cam-
era is assigned to one orientation in such a way
to maximize the visibility to the whole object.

In order to reduce the huge set of possible
orientations of each camera to a few significant
orientations, we have introduced the windowing
scheme. Given a 3D mesh surface, the goal of
the windowing operation is to define, for a given
camera, the set of possible orientations, and for
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each orientation, select the set of facets to be
involved in the visibility evaluation. In order
to evaluate each resultant orientation, we have
shown how to quantify the visibility. Three
levels of visibility have been presented: facet-
wise, local, and global. An assignment algo-
rithm have also been proposed to assign each
camera to one of its possible orientations while
maximizing the global visibility. For a temporal
extension of the assignment scheme, we have in-
volved, in addition to the visibility analysis, the
last camera orientation as an additional con-
straint. The effectiveness of our proposed mul-
tiple camera assignment scheme has been ex-
perimentally proved.
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