RN ML S YRS 2008—CVIM—162 (12)
IPSJ SIG Technical Report 2008,73,710

V—VETNAVERALEBEIA T XY T L— g VER

AENE R NFeTr T2t mi gL EE et o
THURIE(E 7 L — 7, KDDIAFZERT T105-0123 B EE 5 U ABHAE 2-1-15
E-mail: *{te-mehrdad, ao-ishikawa, sakazawa, koike}@kddilabs.jp

HLEL 2 FRIVERENEV—VOEFARFIFELEBBI AT U T L— a7
FYXRLEFRETE, FLVWT 7o —FL LT, JL—A 7L CREE® L ARTT O/ T SIFT &
DOHRZ L > THEBRERBL, ~vF U 721795, v v F o VAEIZ, ANNBEZEFE, SFT~ v F
CIENERTIRETH B, £, TORBBEONIBEESTICH LT, BTHCHS L2V 0%
PR D PHEEEA L, ERA M TASMICL BV IAL, RANSAC/LMedS KIEHE & HRITHIRH .
BREENAOT NIV RLE2RA LT, FROKR, 471 —Ua UL EARBRARBICBVNTL D
SNZ M, BAHICKHIST 5B EAST OAPE—T L — A bR TR D L2 BER L, Jh
IV, BEOASOXY VT L~ a Vb BREICERAREL S,

F—U—F WAT7FxVTVv—var, U—UETARMA, FEAHE, RSN AR

Moving Camera Calibration Using Generated Model of a Scene
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Abstract We propose an automatic camera calibration algorithm using generated model of a scene by user.
In our approach, for each frame, the algorithm detects feature points in image and the model using SIFT or any
other feature detectors. Matching can be performed using ANN search method, SIFT matching algorithm or any
other matching algorithm. Non-geometrically matched features points are suppressed by using “histogram based
suppression”, “RANSAC/LMedS iteration and fundamental matrix calculation” and “iterative refinement”. The
detected feature points are used for camera calibration. Experimental results show that the proposed method can
robustly detect geometrically matched feature points in the case of occlusion and bad lightening condition;
therefore it can be used for precise moving camera calibration.

Keyword User generated model of a scene, Feature points detection, Suppression of non-geometrically
matched feature points, Camera Calibration.

1. Introduction

Camera calibration is a necessary step in 3D representation applications such as FTV [1]. In
order to extract camera parameters from 2D images much works have been done. Generally
camera calibration methods are performed by observing a calibration object whose geometry is
known with a very good precision. Camera parameters are extracted using this information
through a minimization process. We can classify those approaches into four categories as
follows.

3D based calibration: In this method [2], a 3D object (with two or three planes) is used for
camera calibration, whose its geometry in 3D space is accurately known. This approach can
perform calibration very efficiently.

2D based calibration: In Zhang method [3], a 2D object (planar pattern) with known 2D
geometry requires to be captured at a few different orientations. Method in [3] does not need the
plane motion information, whereas in Tsai’s method [4], the knowledge of the plane motion is
necessary for camera calibration.

1D based calibration: Zhang [5] also proposed a method that can calibrate camera using 1D
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- Fig. 1. Flowchart of the proposed camera calibration method.

object (points aligned on a line). Camera calibration is possible by moving 1D object, when one
point is fixed. The solution is available if at least six or more observations of such a 1D object are
made. This technique is practical especially when we are calibrating multiple cameras and the
calibration objects are required to be visible simultaneously.

0D based calibration: Techniques in this category can perform self-calibration. They can be
considered as 0D approach because only captured images are required. Methods in [6], [7] use
captured images from static scene using moving camera, including rotations, translations, and
changes of focal length. If images are taken by the same camera with fixed internal parameters,
correspondences between three images are sufficient to recover camera parameters. So far,
several approaches tried to address this problem for specific situation such as calibration of
cameras that capture sport events [8-13]; having the dimension of the sport court as a model in
advance. Methods in [8-12] extract camera parameters partially for specific sport court (i.e.
Tennis, or Soccer). Method in [13] can compute the camera parameters for an eight-parameter
perspective model, in any sport court.

3D, 2D or 1D object based camera calibration methods are suitable for still cameras. Camera
calibration can be done only using fixed pattern (e.g. chess board, stick, and etc).

However, 0D object based calibration scheme have capability to be used for moving camera
calibration. Although no calibration objects are necessary, a large number of parameters need to
be estimated, resulting in a much harder mathematical problem. These methods can handle
arbitrary camera motion. Methods used for sport court have a limited application, and even weak
camera calibration cannot be performed in some cases

In this research, we address the problem of moving camera calibration for wider range of
applications (i.e. not limited to sport court). Our approach is to assume that for any captured scene
a user generated computer graphic scene with precise geometry is available. Using the generated
model and each captured frame by the moving camera, geometrically matched feature points are
detected through several processes, and they are used to extract camera parameters. The proposed
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calibration method can be categorized to either self-calibration scheme, or a new category, namely,
camera calibration using arbitrary calibration pattern.

2. Algorithm

Fig. 1 shows the algorithm of the proposed camera calibration. We assume that for each frame
of a captured image (hereafter is referred to as “image”) a human generated model of the place of
capturing (hereafter is referred to as “model”) is available. Having the image and model, camera
calibration for the given frame can be performed.

In summary, our proposed algorithm for camera calibration, firstly finds feature points in each
image, and model. We use the SIFT (Scale Invariant Feature Transform) feature point detector
[14]. A typical image contains several thousand feature points. Other feature detectors could also
potentially be used, such as affine detectors [15]. In addition to the feature points locations
themselves, SIFT provides a local descriptor for each feature point. Next, for each pair of image
and model, we match feature points descriptors between the pair, using the ANN approximate
nearest neighbors search method [16] or built in matching algorithm in SIFT or their combination.
To suppress non-geometricaily matched feature points we propose to use “histogram based
suppression”, and/or “RANSAC (RANdom SAmple Consensus)[17]/LMedS (Least Median
Square)[18] iteration and fundamental matrix calculation using eight points algorithm [19]7[20]
and/or “iterative refinement process”. Following four steps explain the detail of the proposed
camera calibration.

Stepl. Detection: For given image and model, any of feature detectors can be used as follows.
To detect the feature points in model and image, SIFT [14] or any other feature detector such as
affine detectors [15] can be used. To detect more similar feature points in model and image, we
propose to perform color correction [21] on model when image is reference. Note that feature
points detection using SIFT generates a list of feature points locations, orientations, scale, and
description data.

If the structure of the scene is simple with lines, we propose to use method in [13] that detects
lines. This method applies color filtering to detect line (i.e. lines are with specific color), removes
texture area using structure matrix [22], generates lines using Hough transform, rejects line by
scoring them according to their distance to the detected line, and calculates the cross points of the
remained lines, as feature points. Note that if we use cross points of lines in the scene as feature
points, we do not need to perform color correction on the model and image, since the model lines
and cross points are available in advance. To increase the detected feature points we can combine
the result of all detection method for better performance in following steps.

Step2. Matching: Given the detected feature points for image and model in step 1, any matching
methods can be used as following. Matched feature points can be detected by using built in
matching algorithm in SIFT [14] (i.e. BBN (Best Bin Fit) algorithm [23]), or ANN (Approximate
Nearest Neighbor) search method [16] that use the descriptors that are available from SIFT
detector. To increase the detected feature points we can combine the result of all detection method
for better performance in following steps.

Step3. Suppression: Given detected matched feature points between model and image from step
2, we propose following method to suppress non-geometrically matched feature points.

Histogram Based Suppression: First, histogram of lines connecting matched feature points,
provided in step 4, is generated, and mean (n) and standard deviation (¢) of the histogram is
calculated. Lines which their angles are in the range of (m=\.s) are kept and the rest are
suppressed.

Sorting: Second, the feature points in (image/model), they are sorted based on their location in
the image, from up-left corner to the down-right side of the image, and their matched feature
points are attached from model as sorted pairs. Note we found out that sorting the list of matched
feature points enhances the performance of the further suppression processes.

Suppression Using RANSAC/LMedS iteration and Fundamental Matrix Calculation: Third,
RANSAC or LMedS iteration with fundamental matrix calculation using eight points algorithm
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[19] is performed to suppress the non-geometrically matched feature points. In this step most of
non-geometrically matched feature points are suppressed [20].

Refinement Using Iteration Based Suppression: Forth, the remained and sorted matched feature
points are divided into eight or four groups. Sets of eight/four pairs, with members from different
groups are generated. For each set, fundamental matrix [19]/homography matrix from image to
model is calculated, and feature points in image are projected into model coordinate using the
calculated matrix. A constraint in which “if more than th% (th<100) of feature points are projected
nearly on the same location (location difference in pixel value is less than “d”)” is applied. If the
constraint is satisfied, pairs in the set are flagged as “OK”, whereas not satisfied constraint, as
“suspended”. For each pair of “suspended” in each group, a new set is generated with “OK” pairs
in other groups, and checked with the constraint to either flag them as “OK”, or suppressed. This
process is done for all “suspended” pairs, until ”OK” pairs are left. The same procedure explained
in this stage is iteratively done by changing the thresholds (i.e. increasing “th”, and/or decreasing
“d”) for better projection result.

Note that the according to the required accuracy or complexity, any combination of the
abovementioned stages can be used for suppression.

Step4. Calibration: Given the geometrically matched feature points by step 3, camera
calibration can be done by a nonlinear minimization of the distance between the feature points in

the model and projected feature points from image to model as done in [3].

3. Experiment

To evaluate our method, we have generated a model by precisely generating top view image of
“futsal” court from side captured image when there is no player in the court. Therefore, the
projected image can simply be used as a realistic model for further captured scene that players
are in the scene. Fig. 2 shows the input image and the generated model for “futsal” sequence.

Following the proposed algorithm, as shown in Fig. 3, in this experiment feature points are
detected using SIFT, and matching is performed using ANN search method. Then, using
“histogram based suppression”, part of non-geometrically matched feature points are suppressed,
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Fig. 6. Suppression using RANSAC/LMedS iteration and fundamental matrix calculation.

Fig. 7 Suppression using RANSAC/LMedS iteration and fundamental matrix calculation.

as shown in Fig. 4, and Fig. 5, following by “sorting” the pairs. “Histogram based suppression”
and “Sorting” enhance the performance of “RANSC/LMedS + Fundamental Matrix” suppression.
Result of the later process is shown in Fig. 6. As it can be seen there are some non-geometrically
matched points left that impair the result of camera calibration. To suppress the remained
non-geometrically matched feature points, “Iterative refinement” is applied as shown in Fig. 7.
Remained matched feature points are all geometrically matched feature points. Experimental
result shows that the proposed method can detect sufficient geometrically matched feature points;
therefore it can be used for precise camera calibration being robust to occlusion, and bad
lightening condition of moving cameras.

4. Conclusions

The proposed camera calibration method can be used for both still and moving camera when a
user generated model of the scene is available. This method is independent of the scene and any
calibration pattern, robust to occlusions, and bad lighting conditions. This calibration method can
be categorized to either self-calibration scheme, or camera calibration using arbitrary calibration

pattern.
In our future research, we will focus on enhancing the calibration accuracy and accelerating the

algorithm for realtime operation.
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