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Abstract This paper discusses the design and implementation of a novel system performance improvement Expert System
(ES) with a Qualitative inference engine. The motive for using Qualitative Reasoning is to overcome the computational
complexity posed by the triple-input-triple-output contexts interactions in the Multi-Context Map (MCM) queuing network
which models the system. The ES analyses the GPSS simulation data of system performance, consuits the MCM knowledge
base of the system, and with its inference engine driven by qualitative rules draws the parameter-tuning plan to resolve

bottlenecks. The ES has been successfully applied in improving a typical benchmarking system in Collaboration Engineering.
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1. Introduction

MCM is a descriptive model of a collaboration
engineering system, wherein people with differing
perspectives collaborate to offer service to customers
[1]. The collaborators working in different contexts
interact with each other through the exchange of Token,
Material and Information (TMI). Service at a context
begins when the TMI from the preceding contexts
assemble at that context and after the end of service

TMI proceeds to the next junction or context in the

MCM. MCM queuing network captures in detail the
flow of TMI in the system. The flow of TMI, however,
is not always smooth and unobstructed. It ranges from a
shortage (underflow) to an abundance (overflow). At
times service at a context is delayed due to lack of
synchronization, i.e., one or two of the entities arrive at
the context, but has to patiently wait for the arrival of
the third entity before servicing can begin at the context.
These and similar host of phenomena give rise to, what

is known in network analysis parlance as bottlenecks.

— 158 —



The conventional quantitative approach to resolve the
bottlenecks would be to write a couple of equations and
solve them. But the number of equations expressing the
interrelationships between the nodes in the network
increase exponentially with the number of nodes, N, in
the network. In case of contexts in MCM that interact
with one another through the exchange of TMI, the
number of equations would increase in gigantic powers
of 3N. To overcome the computational complexity we
make use of Qualitative Reasoning (QR). QR, also
known as naive Physics or common sense Physics, is a
branch of AI that tries to emulate the mind of the human
expert in the way it tackles a problem. The human
expert, when faced with a complex problem, does not
construct and solve quantitative equations in his mind,
but uses his experience and intuition in dealing with the
problem at hand. QR has been applied to solve a
diversity of problems. Randall Davies, for instance,
discusses an interesting application of QR in tracing
faults in electronic circuits [2]. We use the techniques
of QP in establishing the qualitative rules that drive the
inference engine of the bottleneck resolving ES.

In this short paper we present a scheme of defining
and classifying bottlenecks that may generally occur at
the contexts and junctions of MCM. Then we discuss
the algorithm, qualitative inference used by the ES to
resolve the bottlenecks. Resolving a bottleneck is an
extremely difficult job because of the numerous
constraints involved. Sometimes system requirements
are such that key parameters that need to be tuned to
resolve a neck may not be altered. At times improving a
particular bottleneck is at the expense of normally
operating contexts and the result of the improvement at
one place, is nothing short of incurring the risk of
generating new and fresh bottlenecks. To overcome this
difficulty the ES checks for feasibility and advisability
as guidelines for the application of qualitative rules.
After discussing these guidelines we trace the
propagation of effects in the downstream of the
improved bottleneck. Towards the end of the paper we
consider a collaboration system as a benchmark. The ES
analyses the data output from GPSS simulation, refers
to the MCM knowledge base of the system and in
interaction with the user produces the parameter-tuning

plan.

2. Bottlenecks in MCM

MCM is a network of contexts and junctions.
Junctions direct the flow of TMI through the exchange
of which the contexts interact with one another. Due to

the limitations on the service time of each context and
due to the problems in the flow of TMI, bottlenecks can
occur at the contexts and at the junctions.
Conventionally, bottlenecks are locations of
congestions in a network. However, we consider any
situation of the context (server) that does not allow the
context to be operating in its optimum range as a
bottleneck. Thus, under-utilization of the context is also
a bottleneck. In this section we formally define the
bottlenecks that can occur at these two different

locations.

2.1 Definition of Context bottlenecks
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Fig.1a: Single M/M/1 server

For a single M/M/1 server the general notations are:
: average arrival rate of entities for service

: average servicing rate of server

: average throughput of the server

: average utilization rate of server

: average queue length of entities in front of server

"0 v A E >

: branching probability of entities at branch junction

In case of the context, no service can begin without
the arrival of all three of Ai, Aj, A«. Thus, for
synchronization at the junction,

A = min (7\4, M, 7\.1)
With this, the utilization rate of the context will be :
P = Amin /1

This implies that with the increase in Amix or with the
decrease in p, p increases steadily. From expert’s
heuristics (failure-to-safety aspect) p > 0.7 is an
indication of the possibility of a bottleneck. As A rises,
in addition to rising p , TMI queues begin to develop in
front of the contexts; g > 1.0, is another .landmark
indicating the possibility of bottleneck, from
failure-to-safety aspect [3]. On the other hand, p < 0.3
is an indicator of underflow of TMI or under-utilization
of the resources in collaborative system. Finally, what
distinguishes contexts in MCM from ordinary M/M/1
servers is the three-input-three-output TMI scheme.
Due to lack of uniformity in the flow of TMI at a given
context, a state of imbalance is created. This imbalance,

in addition to overflow and underflow is another aspect
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of bottleneck.

Summarizing the above measurable parameters, we
formally define a bottleneck to be a context that has at
least one of the following characteristics.

1. p is low (p <0.3)

2. p is high (p > 0.7)

3. TMI imbalance (at least one of qi, g5, qx > 1.0)
4. qislong (q > 1.0)

2.2 Definition of Junction bottlenecks

MCM is network of contexts and junctions. Contexts
are servers in nature, thereby sharing the properties of
servers and are subject to bottlenecks under adverse
conditions. Junctions, too, in peculiar cases, can
become locations of bottlenecks.

Junctions, in general, are passive entities. They allow
TMI to pass through them according to the
pre-established rules. There are no p and p concepts
defined for junctions, hence no possibility of bottleneck
formation. Synchronization junction (Sy), however, has
to be seen in a different light. Sy synchronizes two or
more entities. The entities with higher arrival rate have
to wait at the junction for the entities with lower arrival
rates. Depending on the difference in the arrival rates,
this may induce queues at the Sy junction. Sy, therefore,
has the possibility of becoming a bottleneck due to
imbalance. This is indicated by q > 1.0 for token or

material or information.

2.3 Classification of bottlenecks

As seen above, there are three main causes of
bottlenecks: TMI overflow, TMI imbalance and TMI
underflow. Due to these causes, bottlenecks appear as
high utilization of the context, low utilization of the
context or as long queues in front of the contexts or as
combination of these. We classify the bottlenecks that
can occur at a context as follows. If a bottleneck has
only one of these characteristics, it is a simple
bottleneck; if it has two of the above characteristics, it
is a compound bottleneck; combination of three charac-
teristics results in a complex bottlenecks, while
combination of all the four characteristics is not
possible. Further, Sy junction bottleneck is always a

simple bottleneck due to imbalance.

Cause q-low q-high imbalance | g-high &
imbalance
p low simple XXX simple XXX
pnormal | XXX simple simple compound
p high simple | compound | compound | complex

Table 1: Simple, compound and complex bottlenecks

3. Resolution of bottlenecks

By analyzing the GPSS simulation data, the ES
checks for bottlenecks at the contexts and junctions and
displays them to the user. When the user selects a
particular bottleneck for resolving, the ES draws a
parameter tuning plan that will resolve the bottleneck in
question. The inference engine of the ES uses the
following qualitative rules in coming to its conclusion.
First it applies the “context rules” to the bottleneck
context; but the bottleneck cannot possibly be resolved
by changing the context (i.e. local) parameters; so the
inference engine moves upstream and checks for
junctions that may be the source of the bottleneck; it
applies the “junction rules”; if the resolution is not
achieved at this stage, then it moves on to the previous
contexts, applies the rules and so on. Moreover, at each
stage the inference engine determines the mini-structure
in which the context is located and thereby applies the
“mini-structure rules”. The nature of these rules and the

instances of their application is discussed below.

3.1 Qualitative Rules

The rules which control the functioning of the
inference engine of the ES are qualitative in nature.
When the value of a certain parameter is found to be
high, the rule simply states, “increase or decrease the
controlling parameter”. Again, when the value of a
certain parameter is found to be low, the rule simply
states, “increase or decrease the controlling parameter”.
There are no quantitative calculations performed. The
landmark values are sufficient to drive the inference
engine. Below we group the rules into three categories
depending on when and how they are applied as the ES
goes about resolving a given bottleneck.

By intuition we know that in the case of overflow,
one input could be high, two inputs coulq be high or all
three inputs could be high. The table below summarizes

this qualitative way of thinking.

3.1.1 Rules for contexts in isolation

Rules 1-10: Qualitative rules for a context

Depending on the state of q and p, increase or decrease
A and/or p. In this set of rules, there are straight
forward rules like Rule 1 which states that all inputs
should be reduced when p is high; however, there are
also subtle rules like Rule 4, Rule 5, etc., which state
that even the low inputs have to be decreased when p is
high.
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case symptom state of solution

gi qi gk ! [N i i « Combination n
1 1 1 1 H overflow AND/OR 9
2 0 1 1 H overflow/imbalance ; ; ; AND/OR 9
3 0 1 1 M imbalance O - e
4 0 1 1 L underflow/imbalance 9 O @) AND/OR ;
5 0 0 1 H overflow/imbalance H ; H AND/OR 9
6 0 0 1 M imbalance O O - O
7 0 0 1 L underflow/imbalance 9 9 @] AND/OR
8 0 0 0 H overflow AND/OR 9
9 0 0 0 M optimum flow o O @) - O
10 0 0 0 L underflow 9 9 9 AND/OR ;

¢ @ qe : queue-length of TMI; i, j, « :inter-arrival time of TMI; H : High; M : Medium; L : Low

: decrease the parameter; : increase the parameter; O: do not change the parameter.

Table 2 : Qualitative rules for a context in isolation

3.1.2 Rules for junctions
Rules 11-12: Du, De junctions

T,
—— T,
A—— Du rA—|De
> 7, "—’T
>

Ti=A, T2= Ayeer e Ta = A
These two junctions are passive, allowing the input to
appear as output without any modification. Increase the
input to increase the output; decrease the input to

decrease the output.

Rule 13: Se junction

Se |[—>"

= sum(A1, Az,.ee.eAa)

The Se junction acts as an accumulator. Its output is

equal to the sum of all the inputs.

a. To decrease the output, decrease the input with
highest value

b. To decrease the output, decrease the input with
higher values

¢. To decrease the output, decrease the appropriate
number of inputs (with high or low values)

d. To increase the output, increase the input with
lowest value

e. To increase the output, increase the input with

lower values

f. To increase the output, increase the appropriate
number of inputs (with high or low values)

The choice of the rules from each of the above two sets

(a-c) and (d-f) will be decided by the feasibility and

advisability conditions.

Rule 14: Br junction

1‘1 3
Tl
P
e
A B -
>
branching fractions : ri,rz2, «...cooon it

output : Tt = A*r, T: TA*R ... T T A*n
a. If ri,12... 1. are modifiable then,
Decrease 11 to decrease ti; Increase 11 to increase T
Decrease 1: to decrease 1z; Increase 12 to increase 1:

Decrease 1. to decrease T.; Increase r. to increase Ta
b. If ri,r2...1. are not modifiable then,
Decrease A: to decrease Ti....Ta;

Increase A: to increase Ti....Ts

Rule 15: Sy junction

A'1
e
—
A, ——>

Sy Sm—

T= min(h, }\z,..y. 7\.:.)

The inputs with higher arrival rates wait for those
with lower arrival rates, thus forming queues at the Sy

junction. Output is determined by the input with lowest
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arrival rate.

To change the output:

a. To decrease the output, decrease the input with
lowest value

b. To increase the output, increase the input with
lowest value

To resolve the queues:

c. Decrease the inputs with higher values

d. Increase the inputs with lower values (this will,

however, increase the output)

3.1.3 Rules for contexts and mini-structures
ES also has the knowledge of each mini-structure

obtained from the MCM dafter. Listed below are the

rules arranged according to the mini-structures[4].

Rule 16; Contexts in tandem

_ 2 o
2l G > === —» Co —>
pi pn

Incase of directly linked contexts, there are no junctions
in between.
Increase T to increase pn

Decrease 1. to decrease ps

Rule 16: Bottleneck context within a loop

w1 123 u2
1 2
[ 1 p

do not decrease t23; do not increase 1:3; dec./inc. Ti

Rule 17: Bottleneck context immediately after the loop

u2 J ps

M1 T
Tin | S¢ C1 H Cz Cs >
1 2 3
p Lt p [

decrease tin to decrease p:; increase tin to increase p:

3.2 Guidelines for applying qualitative rules
The qualitative rules listed in the above section cannot

be arbitrarily applied. There are conditions that restrict

the application of these rules. The ES has to check the

upstream sub-structure for the feasibility condition and

the downstream sub-structure for the advisability

condition before it finalizes the tuning plan. (ES has the

entire structure of the system in its knowledge base).
The section below discusses the feasibility and the

advisability conditions.

3.2.1 Feasibility condition

The ES does not have total liberty in working out its
strategy. Often it is not possible to resolve a context
bottleneck, because the nature of the system is sucyh that
the context parameters cannot be changed. In such cases,
the ES has to traverse upstream looking for parameters
in the upstream contexts that can be changed so as to
effect a change at the desired context. If Cu is the
bottleneck to be resolved then the upstream
substructure of Co consists of all the contexts and
junctions the throughput of which directly or indirectly
affects Coi. The ES collects a set of parameters in the
upstream by changing the values of which the
bottleneck at Coi can be resolved. But the system may
be such that certain parameters cannot be changed. By
interacting with the user, ES determines which of the
parameters are open to change. Let us call this

parameter set as the feasible set.

3.2.2 Advisability condition

In resolving the bottlenecks, more important than
feasibility condition, is the advisability condition. At
times, it may be feasible to change a parameter, but ES
may judge that it is not advisable to change it for fear of
exerting bad influence on downstream contexts. The
downstream sub-structure consists of all the contexts
and junctions that are affected by the changes made at
Cu and, in addition, all the contexts and junctions that
are affected by the changes made in the upstream of Co
to resolve the bottleneck at Co. If the changes made in
Co and its upstream sub-structure will -end up in
creating fresh bottlenecks or worsen the existing ones
in the downstream sub-structure, then the advisability
condition will prompt the ES to issue a warning to the
user. The tuning plan is a combination of the parameters
that are in the intersection of the feasible and the
advisable sets. After the execution of the tuning plan, C
o is improved to the degree in which the parameters in

the above set are increased or decreased.

4. Collaboration Eng. benchmarking system

To test the operation of our QR-based ES, we consider
as a benchmark, a general system in Collaboration
Engineering. There are in all fifteen different service
offering contexts that constitute the system. The
contexts interact through the exchange of TMI. The

system presents a complex queuing network with TMI
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Fig. 3. General System in Collaboration Engineering

branching, duplicating and synchronizing among the
contexts. Diversity in the input to the system and in the
flow of TMI gives rise to overflow, underflow and
resolution of which is an
the ES. The ES devises

parameter-tuning plan interacting with the user. Below

imbalanced bottlenecks,
in-depth challenge to

we present a sample ES-user interaction.

ES : MCM performance evaluation shows the following
bottlenecks.

Compound bottlenecks: Contexts A,D,G,P,E,H,K,C,0
Simple bottlenecks: Contexts L, O

Choose bottleneck to resolve.

User Choice : Context N.

ES : Characteristics of bottleneck at-context N are:
p=0.215; T, =0.000; M, =19.764; 1, = 87.685

ES: Can you increase context service time? (feasibility)
User : No.

ES : To increase flow to context P, increase input to
16).
addition this will also resolve bottlenecks at contexts
E,H,K due to underflow(advisability). To resolve the

context B(Mini-structure knowledge, rule In

TMI imbalance queues, can you increase the token flow
from context N to context P? (feasibility).

User : Yes. '

ES : Here is the improvement plan ~ Increase M & 1
flow from context B.to E; Increase T flow from context
Improved performance : Characteristics of N context
p=0.532(03<p<0.7)

To =0.106; M, =.696; I =0.443 (T,,M,], <1.0)

In addition, bottlenecks at contexts E, K & K are

resolved.

5. Conclusion
The three-input three-out contexts that constitute the

MCM  accurately represent the workflow in
Collaboration Engineering system, but pose a
formidable task in bottleneck resolution. We have

adopted an ingenious method of overcoming the above
problem by the application of Qualitative Reasoning.
As our example has shown, this method works for any
general system whose MCM representation may contain
any number of contexts. Although it is semi-automatic,
it satisfactorily responds to the benchmark system in
Collaboration Engineering and succeeds as performance

evaluation & performance improvement tool.
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