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Peculiarity Oriented Analysis in Multi-People Tracking Images
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Abstract In the place in which many people gather, we may find a suspicious person who is different from others
from a security viewpoint. In other words, the person who takes a peculiar action is suspicious. In this paper, we
describe an application of our peculiarity oriented mining approach for analysing in image sequences of tracking
multiple walking people. A measure of peculiarity, which is called peculiarity factor, is investigated theoretically.
The usefulness of our approach is verified by experimental results.
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. In this paper, we describe an application of our peculiarit
1. Introduction bapet, PP P v

In the place such as a station or an airport in which many
people gather, many sacrifices will come out when the acts
of terror happen. From a security viewpoint, we need to find
a suspicious person in such a place. Although the suspicious
person can be discovered by using the surveillance camera
with a video, not all people can be checked automatically.

‘We observed that a suspicious person usually takes action
which is different from other people, so-called peculiar action,
such as coming from and going to the same place and stop-
ping at some place. Hence, our peculiarity oriented mining
approach [6], [7] can be used to analyse such data automati-

cally.

oriented mining approach for analysing in image sequences
of tracking multiple walking people. Section 2. investigates
how to identify peculiar data in our peculiarity oriented min-
ing approach. Section 3. discusses the application of our ap-
proach for automatically analysing image sequences of track-
ing multiple walking people, which were obtained by using
the surveillance camera. The experimental results show the
usefulness of our approach. Finally, Section 4. gives con-

cluding remarks.
2. Peculiar Data Identification

The main task of peculiarity oriented mining is the identifi-

cation of peculiar data. An attribute-oriented method, which
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Table 1 A sample table (relation)

Al A . A | Am
211 [ w12 | [ %1y |- | Tim
xo1 | @22 | ... | @2j |- | Tom
Ti1 | Ti2 @ij Zim
Znl | Tn2 Tnj Tnm

analyzes data from a new view and is different from tradi-
tional statistical methods, is recently proposed by Zhong et
al. [6], [7].

2.1 A Measure of Peculiarity

Peculiar data are a subset of objects in the database and
are characterized by two features:

(1) very different from other objects in a dataset, and

(2) consisting of a relatively low number of objects.

The first property is related to the notion of distance or dis-
similarity of objects. Institutively speaking, an object is dif-
ferent from other objects if it is far away from other objects
based on certain distance functions. Its attribute values must
be different from the values of other objects. One can de-
fine distance between objects based on the distance between
their values. The second property is related to the notion of
support. Peculiar data must have a low support.

At attribute level, the identification of peculiar data can
be done by finding attribute values having properties (1) and
(2). Table 1 shows a relation with attributes A;, Az, ..., An.
Let zi; be the value of A; of the i-th tuple, and n the number
of tuples. Zhong et al.[6],[7] suggested that the peculiarity

of z;; can be evaluated by a Peculiarity Factor, PF(x;;),

n
PF(zig) =) | N(@ij,oxs)° (1)
k=1
where N denotes the conceptual distance, « is a parameter to
denote the importance of the distance between z;; and xx;,
which can be adjusted by a user, and o = 0.5 as default.
With the introduction of conceptual distance, Eq. (1) pro-
vides a more flexible method to calculate peculiarity of an
attribute value. It can handle both continuous and symbolic
attributes based on a unified semantic interpretation. Back-
ground knowledge represented by binary neighborhoods can
be used to evaluate the peculiarity if such background knowl-
edge is provided by a user. If X is a continuous attribute and
no background knowledge is available, we use the following

distance:
N(zij, zrs) = |wij — Tij)- : (2)

If X is a symbolic attribute and the background knowledge

for representing the conceptual distances between z;; and

Table 2 Attribute values and its frequency

attribute value | frequency
Ty ni
T2 ng
Th nh
Total n

zx; is provided by a user, the peculiarity factor is calculated
by the conceptual distances[2], [4], [6],[7].

distances are assigned to 1 if no background knowledge is

The conceptual

available. .

Based on peculiarity factor, the selection of peculiar data
is simply carried out by using a threshold value. More specif-
ically, an attribute value is peculiar if its peculiarity factor
is above minimum peculiarity p, namely, PF(zi;) 2 p. The
threshold value p may be computed by the distribution of
PF as follows:

p = mean of PF(z;;) + (3)
B x standard deviation of PF(x;;)

where 3 can be adjusted by a user, and 8 = 1 is used as
default. The threshold indicates that a data is a peculiar
one if its PF value is much larger than the mean of the PF
set. In other words, if PF(z;;) is over the threshold value,
zi; is a peculiar data. By adjusting the parameter 3, a user
can control and adjust threshold value.

2.2 Analysis of the Peculiarity Factor

A question arises naturally is whether the proposed pecu-
liarity factor reflects our intuitive understanding of peculiar-
ity (i.e. the properties (1) and (2) as mentioned previously).
More specifically, whether a high value of Eq. (1) indicates
x;; occurs in relatively low number of objects and is very
different from other data zp;. Although many experiment
results have shown the effectiveness of the peculiarity factor,
a detailed analysis may bring us more insights [5].

In order to analyze Eq. (1), we adopt a distribution form
of attribute value. In Table 2, let {z1,...,2r} be the set of
distinguishing values of an attribute. With respect to the
distribution, the PF(z;) can be easily computed by:

h
PF(zi) =Y mk x N(zi, a)” (4)
k=1 :
Let now consider two special cases, in order to have a better
understanding of PF. ‘

Case 1-1. Assume that all attribute values have the same

frequency, namely, n; = n2 = ... = ny = h/n. In this case,
we have:
B
F(z:) ==Y N(zi, zx)°.
PF(z:) n; (i, 2x) 5)
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Since h/n is a constant independent of any particular value,
the PF value depends only on the total distances of z; and
other values. A value far away from other values would be
considered to be peculiar.

Case 1-2. Assume that the distance between a pair of
distinguish values are the same, namely, N(z;,zr) = C for

i £ k and N(zs,z:) = 0. In this case, we have:
PF(z;) = (n —n;)C = nC — n;C. (6)

Since nC is a constant independent of any particular value,
the PF value is monotonic decreasing with respect to the
value of n;. A value with low frequency will have a large
PF| and in turn, is considered to be peculiar. As expected,
the distances between z; and other values are irrelevant [5].

In general, PF depends on both the distribution n; and
the individual distances N(z;,zx). Several qualitative prop-
erties can be said about the peculiarity factor based on
Eq. (4):

e A value with low frequency tends to have a higher pe-
culiarity value. This follows from the fact Zzz’; ny = n and
there are n — n; distances to be added for z;.

e Each term in Eq. (4) is a product of frequency n; and
the distance N(zi,zr). This suggests that a value far way
from more frequent values is likely to be peculiar. On the
other hand, a value for away from less frequent values may
not necessarily peculiar, due to a small value of . A value
closer to very frequent values may also be considered to be
peculiar, due to the large value of ng. Those latter properties
are not desirable properties.

e Eq. (4) can be rewritten as:
h
n
PF(z;) = nkz 7‘7 x N(z:,25)°. (7)
=1

Thus, the peculiarity factor is in fact a weighted average of
distances between z; and other values. It is the expected dis-
tance of N(zs,zr)* with respect to probability distribution
(n1/n,n2/n,...,ny/n). Under this view, a value is deemed
peculiar if it has a large expected distance to other values.
From the above analysis, we can conclude that the pecu-
liarity factor has some desired properties and some undesired
properties. The main problem may stem from the fact that
average is used in the calculation of peculiarity factor. A best
average does not necessarily imply a best choice. Consider

the following distribution:

attribute value frequency
1 =1 ny = 10
T2 =25 ny =1

z3 =10 n3 = 10
Total n=21

Assume a = 1 and N(zi,zx) = |zi — xx|. We have the

following peculiarity values:

PF(z1) =64, PF(z3)=60, PF(z3)=62.

On the other hand, z2 = 5 seems to be peculiar rather the
other two. Furthermore, although a user can adjust the pa-
rameter 3 in the selection of threshold value for peculiarity
data selection, its usefulness is limited. The notion of pe-
culiarity, as defined by Eq. (4), mixes together two notions
of frequency and distance. Although it is based on a sound
theoretic argument, its meaning cannot be simply explained
to a non-expert.

Furthermore, « in Eq. (1) can be also considered two spe-
cial cases with respect to the two cases stated above.

Case 2-1. Assume « >> n. This means N(zij, x;)* >>

n;. Hence,

h h
PF(z:) =Y nk x N(zs,zx)* = Y N(@i,z)*.  (8)
k=1 k=1

This case is the same as Case 1-1 stated above. In other
words, the PF value depends only on the total distances of
z; and other values.

Case 2-2. Assume a — 0. Hence,

1 (o # z5)

0 (zij = z5)

N(zij,zrj) = { 9
This case is the same as Case 1-2 stated above, when C = 1.
Based on Eq. (6), we have

PF(z;) = (n—n;)C =nC —- niC =n—n,. (10)

In other words, the PF' value depends only on the distribu-
tion ny.

Figure 1 shows the relationship between the distance and
PF when « changed in Eq. (1). By adjusting the parame-
ter a, a user can control and adjust the degree of PF' that
depends on both the distribution and the distance. "And
according to experience, a = 0.5 will get a good balance
between the distribution and the distance.

2.3 An Algorithm

Based on the above-stated preparation, an algorithm of
finding peculiar data can be outlined as follows:

Step 1. Execute attribute oriented clustering for each at-

tribute, respectively.

Step 2. Calculate the peculiarity factor PF(z;;) in Eq. (1)
for all values in an attribute. ‘

Step 3. Calculate the threshold value in Eq. (3) based on
the peculiarity factor obtained in Step 2.

Step 4. Select the data that are over the threshold value
as the peculiar data.

Step 5. If the current peculiarity level is enough, then goto
Step 7.

—129 —



Figure 1 The relationship between the distance and PF when «
changed

Step 6. Remove the peculiar data from the attribute and

thus, we get a new dataset. Then go back to Step 2.
Step 7. Change the granularity of the peculiar data by us-

ing background knowledge on information granularity if the
background knowledge is available.

Furthermore, the algorithm can be done in a parallel-
distributed mode for multiple attributes, relations and
databases because this is an attribute-oriented finding
method.

3. Application in Analysing Image Se-
quences of Tracking Multiple Walking
People

Peculiarity oriented mining has been applied to analyse
image sequences of tracking multiple walking people. The
path of tracking data of each walking people are used to
discover the person action pattern and to detect a person’s
unique action. The data were obtained by using the surveil-
lance camera with a video, and preprocessed by using person
tracking technology developed at OKI Electric Industry Co.,
Ltd. In this experiment, we used the video photoed at a sta-
tion ticket wicket (Figure 2). The purpose is to discover the
person who has taken a suspicious action.

3.1 Data Preparation

The original attributes on tracked image sequences of mul-
tiple walking people might not be suitable directly for our
peculiarity oriented mining approach. Hence, a key issue is
how to generate the attributes to meet our needs from the
original data.

At first, the raw data are changed into the coordinates and
are given in CSV format for every frame by person tracking
technology. Each instance is indicated in the following at-
tributes.

e ID: The unique ID attached to each people under
tracking.

e FrameNumber: The frame number in the video.

Figure 2 multiple walking people at a station ticket wicket

e Status: The following states are used to describe the
state of tracking.

0: Undefined (unstable state at the time of a tracking
start),

1: Definited (stable tracking), and

2: Lost (out of the tracking).

e X {coordinate): Raw data under tracking - a left end
is 0 and a right end is 256.

e Yi (coordinate): Raw data under tracking — a up end
is 0 and a down end is 240.

e X, (coordinate): The smoothed data — a left end is 0
and a right end is 256.

e Y, (coordinate): The smoothed data — a up end is 0
and a down end is 240.

In this experiment, we do not use attributes Status, X:
and Y7, although Status is used in person tracking technol-
ogy. Further, X and Y> will be regarded as the same cases
as referred to X; and Y1, respectively. This is because X1
and Y; are unstable, and they are covered by X» and Ya.

The following attributes are used as an attribute for speci-
fying a person’s action; ID, In (the direction included in the
photography range), Out (the direction left from the photog-
raphy range), and seg-n (the segment number: the number
changed the advance direction after going into the photogra-
phy range before coming out of the range). In and Out are
calculated from the coordinates, respectively, when a person
appears for the first time, and the last. seg-n is calculated
from the number of the divided line segment.

3.2 Linearization of Walking Data

Usually, people goes straight on to the destination from
the current position when acting with a goal, if no obstacle
prevented him/her from going. In other words, he/she will

walk back and forth in a certain range, not to mention a de-
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Linearization(S, E} )

All points are in the fixed
range from the line SE,

Let out be the point which is
most separated from the line SE.

Linearization(s, out) ||

l Add out to the cutoff point. I

H Linearization(out, E) H

i‘__—
C =

Figure 3 Linearization flowchart

Figure 4 An example of the linearization

tour, or will stop, if the person is at a unusual state, without
a speciﬁc goal, and so on. Hence, whether the behavior of
a person is usual or not can be analysed by calculating the
segment number (i.e. the number of changed direction) in
the linearized walking data of each person.

In order to calculate the segment number, linearization of
walking data needs to be first performed. An algorithm of
linearization can be outlined in Figure 3. An example of the
linearization is shown in Figure 4.

3.3 Simulations

3.3.1 Experiment 1

The following parameters were used to calculate PF, a =
0.5, 3 = 1. And the linearization of walking data has a 20-
point error margin. There are 26 persons who have been
judged as taking peculiar actions in this experiment. A part
of the result is given Table 3. )

By comparing the result shown in Table 3 with the actual
movie, we can see that only 3 persons can be regarded as
peculiar ones. The reason why the result is not more exact
is that the attributes used in this experiment may be insuffi-
cient. Hence, it is necessary to add attributes for describing

human’s action pattern more specifically.

Table 3 A part of result 1

D In Out seg-n
2004 down up 3
2010 up left 2
2019 | rightup leftup 1
2039 | rightup | leftdown 2
2175 down leftdown 2
2270 up left 1
2272 | leftdown up 2
2353 | leftdown | center 1

3.3.2 Experiment 2

Based on the above experiment, we added a new attribute,
frame-n (i.e. number of frames), which was staying at the
photography range. And the parameters for calculating PF'
were set to o = 0.5, 3 = 2. The reason why we set § = 2
is that points which persons pass in different photography
ranges have a bigger unevenness. For example, some people
passes along middle and other persons passe along an end of
the photography range.

The result of this experiment is shown in Table 4. We
can see there are 5 persons judged as taking peculiar action
in this experiment. However, the value of attributes In or
Out, “center”, means the person who was in the photogra-
phy range at the time of the start of photography, or the
end. Hence, such person cannot be judged to take a peculiar
action. As a result, only 3 persons have been considered as

taking peculiar actions.

Table 4 Result 2
1D In Out | seg-n | frame-n
2004 | down up 3 286

3020 left up 3 286
4004 | center up 2 286
5024 | right up 2 279
5171 | down | center 2 275

3.3.3 Experiment 3

Based on experiments 1 and 2, we added two more at-
tributes speed (pixel/frame-n) and angle (the average angle
of all turnings, i.e., the total angle/# of turnings) for ex-
periment 3. The angle can be calculated by the linearized
segment. It was set to 180 degree if not turning. Further-
more, the parameters for calculating PF were set to a = 0.5,
B =1 for attribute speed, and to o = 0.5, 8 = 2 for attribute
angle, respectively.

As a result as shown in Table 5, we can see there are 16
persons, including the case as shown in Figure 4, who have
been judged as taking peculiar actions.

Although no all the detected persons are peculiar ones, all
suspicious persons have been discovered. We observed that
the pattern of the whole person’s stream will change depend-

ing on different time zones. Hence, it is necessary to compare
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Table 5 A part of result 3

D In Out seg-n | frame-n | speed | angle
2004 | down up 3 286 1.0 119
2010 | middle left 2 105 1.7 128
3020 left leftup 2 286 1.0 136
3031 up leftdown 3 237 1.1 120
5134 | down | rightup 3 223 1.2 134

the detected peculiar actions with a more general pattern in

each time zone.
4. Conclusions

We presented an application of our peculiarity oriented
mining approach for analysing in image sequences of tracking
multiple walking people. The strength and usefulness of our
approach have been investigated theoretically and demon-
strated by experimental results.

In order to increase accuracy, it is necessary to evaluate in
multiple stages. Moreover, a general rule (i.e. the pattern of
the whole person’s stream) needs to be discovered, and will
be helpful to recognize suspicious persons quickly.

Another further work is to compare our work with the
computer vision literature, and perform more thorough eval-
uation of our approach.
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