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Association Rule Mining From Textual Data using Passages

Kentaro Nagai † and Ho Tu Bao†

Discovering knowledge from large amount of textual data is an important problem. Es-
pecially, application of association rule mining to textual data has been studied excessively.
Many works has successfully found relationships between words that reflects syntactical rules,
co-occurences, or phrases. These rules are useful for understanding the liguistic nature, but
in real life, the relationships between the topics or contents are important and useful, such as
what kind of topic tends to appear in same paper or books. Our objective is to find relation-
ships between contexts or topics. In this paper, we propose an approach to use passages to
take in some level of semantics in rule mining. We show some preliminary results to show its
potential and give discussions on the problem for further improvement.

1. Introduction

Text mining is a process of finding previously
unknown and potentially useful information
from large amount of unstructured, natural-
language texts. Since the major part of the elec-
tronical available data is said to be in unstruc-
tured or semi-structured data1), that is texts
and webs, mining from textual data is an at-
tracting increasing attention. Many standard
data mining methods has been extended to deal
with unstructured data2) and one of them is as-
sociation rule mining, first proposed by 3).

Association rule mining is task to extract as-
sociations from transactional databases. When
we apply association rule mining to textual
data, we must first consider to convert textual
data into transactional format. There are sev-
eral approaches for different purposes. Most of
them used association rule mining to find rela-
tionships between single word or phrases. Re-
lationships between words or phrases are useful
for revealing the linguistic nature, but in some
cases relationships between topics and contents
is more important like in the task of emerging
trend detection. Another problem of using sin-
gle words is that the words are often ambiguous
without contexts.

To overcome this problems, we propose an ap-
proach to passages as items in association rule
mining. One objective is to find relation be-
tween topics, another is to increase the under-
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standability of rules.
In section 2, we analyze the related works to

see the features and limitations. In section 3, we
propose our approach. In section 4, we show the
result of preliminary experiments. In section 5,
we give discussion the result of the experiments.
Last section is the conclusion.

2. Background

2.1 Mining Association Rules from

Texts

There has been several works of applying tra-
ditional association rule mining methods to dis-
cover relationships from textual data. The ma-
jor problem we face in applying traditional as-
sociation rule mining to textual data is the
conversion of texts into transactional format.
Transactional format consists of transactions
and items within transactions. Selection of
transactions and items depends on their pur-
pose of application and, in fact, many re-
searcher took different linguistic units as trasac-
tions and/or items with different purposes. In
this section, we will look into the related works
to see how the selection of items and transac-
tions affect the result rules.

2.2 Selection of Transactions

The approach can be classified to 3 main ap-
proaches: documents4)5), windows6), and pas-
sages7). In traditional market basket analy-
sis, one transaction is equivalent to one event.
When dealing with texts, selection of trans-
action is equal to selecting the scope of co-
occurence. For example, if you choose docu-
ments as transactions and words as items, you
were to regard the occurence of word in the
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opening and the closing of document as co-
occurence as well as the words appear next to
each other. In many cases, this assumption is
too strong. 7) proposed of using passages as
transactions to bring some level of locality in
counting the co-occurences. In this case, the
result rules shows the co-occurences within the
same or similar contexts.

2.3 Selection of Items

We classified the works into 3 major groups
depending on the selection of items: Word-
based approach, Term-based approach, Entity-
based approach. We will take closer look into
each approach in the following subsections.

2.3.1 Word-based Approach

This approach uses all or most of occurrences
of words as items. Initial work is done by
4). They used documents as transactions and
words as items. Their experiments showed
many relationships between words, but some
problems become clear. This approach often
produces huge number of redandunt rules, and
some of the rules are un-interpretable. Another
work is lead by 6), using window as a trans-
action and applied frequent sequence mining
to find frequent phrases. Resulted rules show
the frequent phrase like “Knowledge Discovery
in → Databases”. Since this approches’ re-
sult show the relations between single words,
the result tends to be syntactic relations or co-
occurence of words.

2.3.2 Term-based Approach

Second group is the ones which use terms as
items introduced by 5). The word “term”, in
5)’s sense, is a sequence of words that conform
single meaningful unit. For example, “net in-
come” and “joint venture”. First they parse
the documents to extract terms based on the
co-occurence, and then apply association rule
mining to find relations between terms. They
successfully mined relation of joint ventures like
“(america online inc)(bertsmann inc) → (joint
venture)“. The results are more interpretable
and meaningful compared to the word-based
approaches. This could be easily understood by
the fact that each item is more rich in meaning.
A word alone is often ambiguous. For example,
rule like “net → joint” will not be understand-
able and/or useful as previous example.

2.3.3 Entity-based Approach

The last approach is to use entities as

items8)9)10). Entities are the words or terms
extracted by information extraction method.
Information extraction is a method to extract
entities like person name, location, company
names from free texts, often guided by some
kind of prior knowledge about the entities to
extract. For example, to extract job type, re-
quired skills, ages, and locations from job list-
ings. This approach uses information extrac-
tion as a first step and then apply association
rule mining or its variants to mine rules to find
relationships between entities. The resulted
rules are comparable to or better than term-
based approaches in the sense of understand-
ability or usefulness. This is partly because the
entities are words or terms extracted with some
level of intention. So it might be fair to assume
that rules provide minimum level of interest-
ingness to users since they already filtered out
the non-interesting items. In the term of data
mining field this process can be seen as noise
reduction and these works are especially suc-
cessful in reducing huge number of redundant
rules by focusing on items in interest.

But there are some limitations for this ap-
proach. Most limitation comes from the limita-
tion of information extraction methods. Infor-
mation extraction often requires templates or
extraction rules. These prior knowledge is of-
ten differs from domain to domain, and there-
fore it can be said that this approach has some
limitations of domain dependence!y. Another
problem or question for this approach is that
they might be dropping useful items in what
they regarded as noises. As mentions above, in-
formation extraction are often used with some
level of intention. The kinds of the words to be
extracted are often required to be predefined.
In this way, we could find relationships between
known items, but we could not find out relation-
ships between un-awared items. This problem
might not be significant in many cases, but we
must be awared that we are losing the chances
to find relationships between those unpredicted
items.

!y Recent study of information extraction uses finite
state transducers or ontologies-driven approaches
to overcome this problem, but here we only think
about the traditional information extraction.

研究会temp
テキストボックス
－26－



3

3. Proposed Method

In the previous section we showed several ap-
proaches for selecting transactions and items,
and their differences and limitations. In short,
understandability of rules is strongly affected
by the quality of meaning of items. Entities-
based approach can overcome this problem but
has many limitations. The question is whether
there is a semantically rich unit without the
limitation of entities-based approach.

In this paper we propose the use of passages
as items and documents as transactions. In
other words, our approach is to view document
as bag of topics or contexts and find relation-
ships between topics.

3.1 Passages

Passages, in a general, just means an excerpt
of a document. But we redefine the meaning of
passage as below.

Definition. Passage is an excerpt of a docu-
ment, which holds some contexts or topics.

Using of passages has been studied in many
fields like information retrieval, document clus-
tering, question and answering, word sense dis-
ambiguation. Not all the work use passages in
the same definition as ours, but some works’
results are good support of our definitions. Es-
pecially the work by 11) showed that informa-
tion retrieval based on passages got better re-
sult than the ones based on documents, espe-
cially when when the length of the document
statements are long. This result implies that
users’ interest lies not in the whole document
but often in the part of the document.

Using of passages is an attracting approach
but there are some problems to overcome. One
problem is identification of passages, another is
representation of passages.

For the identification of passages, the most
simple approach is to use the natural para-
graphs. This is because paragraph is the
boundary of topic or context given by the au-
thor. But paragraphs are not always available
and sometimes paragraphs are not sufficient in
granularity. There are also many works to iden-
tify the passages boundary automatically12)13).
In this paper we will not go further into this
problem but for future works, it is worth while
considering an algorithm for identifying pas-
sages that suits for our purpose.

Representation of passage is also an impor-
tant problem. We usually have to represent
some data in a format that is easy to process
but still retains the original information. As to
our knowledge there is few work regarding to
representaiton of passage. But the studies for
document respresentation is similar or same to
passage representation. Some of which are in-
dex terms (or keywords), vector space model14),
bag of words and latent semantic indexing15).
These representation can be directly applicable
to passages. We chose keywords as for an ex-
periment due to its simplicity. We will discuss
more on this problem in the later sections.

3.2 Why Passages?

Before going into system overview. We will
give 3 main reasons why we have chosen pas-
sages as items.

The first reason is that passages can be seen
as meaningful units. As mentioned in previous
section, 11) work shows that passage is good
unit of users’ interest. Question and answering
field uses passage retrieval as a first step to find
answer to the question. This indicates that we
could see passages as representation of single
fact or evidence.

The second reason is that using of passages
can be semantically less ambiguous compared
to words. For example, the word “bank” alone
can mean (1) financial organization or (2) the
side of river. But passages consists of several
words and in many cases we could solve this
kind of ambiguity by looking at the words ap-
pear near. This is also known as distributional
hypothesis: “the meaning of the words that ap-
pear in similar contexts tends to be similar.”
We can expect to get rules that are less am-
biguous than the rules consists of words alone.

The third reason is that using of passage will
reduce the risk of generating rules about words
that appear in different contexts. This will
be remarkable when the document’s content is
long and contains several topics.

4. Evaluation

We carried out a small experiments to see its
effectiveness.

4.1 Data Sets

We used the data sets of news articles of Los
Angeles Times from TREC5(Text REtrieval
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#6526: (juice-lemon-tablespoon)
→(fat-plain-yogurt) [support:7]

#6617: (manufacturing-semiconductor)
→(hiring-reducind-trend) [support:63]

#13731: (family-leave-sick)
∧(handgun-possession-purchase)
→(abortions-afford-woman) [support:5]

Fig. 1 Examples of mined rules

Conference)!y collection. This collection has
been tagged with SGML.

We used the paragraph tags to identify the
boundaries of passages. Headings are also re-
garded as one paragraph. After identifying the
boundary, top 3 words are selected from the
passages. The score similar to TFIDF14) is used
to select the keywords. The only difference be-
tween TFIDF and our scoring is that we used
inversed paragraph frequency (IPF) instead of
inversed document frequency (IDF). Let D be
the data set, d as a document in D, w as a word
in d then, the score of IPF is given in the next
formula.

IPF (d,w) =
# of passages which include w

# of passages in d
The passages are notated as (keyword1 - key-

word2 - keyword3), where one bracket repre-
sents one passage. Keywords are sorted alpha-
betically to avoid redundancy. Stopwords are
filtered with SMART system stopwords16). We
did not apply stemming. We used the Apriori?)

implementation by 17) for association rule min-
ing. We did not use confidence threshold.

4.2 Results

Results are given in tables and figures. Ta-
ble.1 shows the number of rules with different
support threshold. Fig. 1 shows some examples
of rules mined from this experiment.

The rules obtained are mostly from periodical
articles like recipes, public statements, space for
rent, etc. But we could see that the result rules
catch some of the nature in data sets.

Here we explain the rules in Fig. 1. The

Minimumsupport Numberofrules
0.01 321,070
0.05 1,094
0.10 634

Table 1 Number of rules generated on different
threshold

!y http://trec.nist.gov/

rule #6526 arise from articles of recipe. This
rule can be interpreted as “low-fat (or fat-
free) plain yogurt is used with tablespoon(s)
of lemon juice.” The rule #6617 come from
business trend forecasts. The antecedent has
only 2 words. This is because the “semiconduc-
tor manufacturing” is the heading. The rule
#13731 is from questionnaire for senators. This
rule can be interpreted as “Women abortions
problem are also asked in questionnaire with
family sick leave, and purchasing and posses-
sion of handguns.”

5. Discussion

In this section we discuss some of the prob-
lems that became clear after the experiment.
We also give some possible improvement or re-
finement.

5.1 Matching Passages

In the experiment we selected set of keywords
from the paragraphs and tried to find the pas-
sages that has exactly the same keywords. But,
in nature, texts have wide variety of words to
express similar or even the same meanings.

For example, (father-mother-child) and (father-
mother-infant) can be seen a similar passage
since “child” and “infant” are similar in sense
and other terms are the same. Same kind
of problem happens when there is passages
like (tea-pot-price) and (coffee-pot-price). We
failed to catch the possible topic (pot-price).
Another similar problem happens when there
is a passage that contains several topics. Cur-
rently our system cannot handle passages with
multiple topics. For example, the passage
about “military hospital” cannot be recognized
as topics of “military” and “hospital.”

To solve these problems, we are considering
to apply soft matching association rule mining.
The work of extending traditional association
rule mining to support soft matching is done by
several researchers. One of the work can be seen
in 8). Although we could adopt their methods
directly, 8)’s method are oriented to the words
extracted by information extraction, and may
need some modification for our purpose. For ex-
ample, they proposed string edit distance based
similarity, but this is effective when we want to
group similar spelling words like “Netscape 4.5”
and “Netscape 5”. We may need some exten-
tion to support semantic soft matching. One
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way is to use vector space model14) as in 8).
Another way is to generate the tolerent class of
words to cluster the words with similar meaning
and regard those words as replacable to each
other18). Tolerance class is the sets that sat-
isfies only the reflexive and symetric property.
18) used tolerence class for document clustering
and showed its effectiveness in dealing with tex-
tual data. Finally, the way to utilize the lexical
knowledge is also seeked. We are considering to
use WordNet19) to calculate the semantic dis-
tance of words in passages, and furthermore the
similarity of passages.

5.2 Representation of Passage

Three words representation is poor in many
senses. Passages might contain few words to
several hundred words, but it is always repre-
sented in three words. Since passages have vari-
able length, fixed size keyword set is not appro-
priate in many cases. We are now planning to
use all the keywords with score higher than a
threshold or to normalize the size of keyword
set in proportion to the passage length.

Passages have few words compared to docu-
ments. We used TFIPF to select keywords of
passages. But IPF alone could be better. This
is because we want to distinguish the topic rep-
resented in a passage. IPF is the score that put
high score on the words that appear only in a
certain passage. Term frequency is useful infor-
mation for knowing the document but it might
well to assume that document’s keyword appear
in most of the passage with some frequency. It
might not be appropriate to choose document
keywords for every passage’s keywords.

5.3 Redundant Rules

As shown in Table.1, the system produces
enormous number of rules so it is hard for users
to check all the rules. Although this is a com-
mon problem in association rule mining, we
would need to improve this situation. Obvi-
ously one way is to set higher support thresh-
old, but we might lose the chance of finding rare
but highly confident event. Solving the hard
matching problem is promissing in that simi-
lar rules will flock together with soft matching.
Another approach is to reduce or rank the rules
according to additional rule measure of rule in-
terestingness. Our system has no rule evalu-
ation module yet, but there have been many
works on developing measures for rule interest-

ingness20). Some works try to find rules us-
ing background knowledge to show only the un-
usual or unexpected rules. Especially 21) pro-
posed a measure for text-mined rules, in which
they utilized the lexical knowledge to evaluate
the text-mined rules’ semantic surprisingness.
Similar thing can be thought in our work.

Another way to overcome this problem is to
extend the successful works from standard data
mining community. For example, mining of fre-
quent closed item sets has been studied22), and
is successful in removing redundant rules.

6. Conclusions

In this paper we proposed an approach to ap-
ply association rule mining to textual data. Our
work is different from previous works in that
our aim is to acquire relationships in seman-
tic level like between topics or contexts, while
most of the past works focus on the syntactic
units. We carried out an experiment to show its
effectiveness and reveals its potential of using
passages. We also shown several problems that
become clear after the experiment. We gave
discussions on the problems and proposed pos-
sible improvement for the future works. We will
continue to improve this framework to make the
system more flexible and reliable.
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